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ABSTRACT  |  The exponential growth of information and 

communication technologies have caused a profound shift in the 

way humans engineer systems leading to the emergence of closed-

loop systems involving strong integration and coordination of 

physical and cyber components, often referred to as cyber�physical 

systems (CPSs). Because of these disruptive changes, physical 

systems can now be attacked through cyberspace and cyberspace 

can be attacked through physical means. The paper considers 

security and resilience as system properties emerging from the 

intersection of system dynamics and the computing architecture. A 

modeling and simulation integration platform for experimentation 

and evaluation of resilient CPSs is presented using smart 

transportation systems as the application domain. Evaluation of 

resilience is based on attacker�defender games using simulations 

of sufficient fidelity. The platform integrates 1) realistic models of 

cyber and physical components and their interactions; 2) cyber 
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attack models that focus on the impact of attacks to CPS 

behavior and operation; and 3) operational scenarios that can 

be used for evaluation of cybersecurity risks. Three case studies 

are presented to demonstrate the advantages of the platform: 

1) vulnerability analysis of transportation networks to traffic 

signal tampering; 2) resilient sensor selection for forecasting 

traffic flow; and 3) resilient traffic signal control in the presence 

of denial-of-service attacks.

KEYWORDS  |  Cyber�physical systems (CPSs); modeling and 

simulation; security and resilience; transportation networks

I .   IN TRODUCTION

The exponential growth of information and communica-
tion technologies over the last decade has given rise to their 
expansion in real-world computing applications involving 
physical processes. This expansion has led to the emergence 
of closed-loop systems involving strong integration and coor-
dination of physical and cyber components, often referred to 
as cyber–physical systems (CPSs) [1]. These systems are rap-
idly finding their way into various sectors of the economy, 
such as transportation, industrial control systems, health-
care, and critical infrastructure. Increasing dependence on 
CPS renders them critical, and in-turn demands them to be 
secure, robust, reliable, and trustworthy, but it also makes 
them very attractive targets for cyber attacks.
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While CPS research addresses the tight interaction between 
the physical and cyber parts of from a performance point of 
view [2], in-depth consideration of security and resilience is a 
significant challenge. A multivector attack exploiting a com-
bined set of vulnerabilities from individual components, none 
of which might pose a serious threat to the standalone compo-
nent, can have damaging effects in the overall system. Much 
of the cybersecurity related studies and efforts have focused 
on the foundations and technology required for network and 
information security. However, the full scope of the required 
research in CPSs is much wider and deeper than a restructur-
ing focusing on the cyber side. There is a profound revolution 
driven by technology and market forces that turns whole indus-
trial sectors into producers of CPS. This is not about adding 
computing and communication equipment to conventional 
products where both sides maintain separate identity. This is 
about merging computing and networking with physical sys-
tems to create new capabilities and product qualities. Whether 
we recognize it or not, we are in the midst of a pervasive, pro-
found shift in the way humans engineer physical systems and 
manage their physical environment using networking and 
information technology. Because of these disruptive changes, 
physical systems can now be attacked through cyberspace and 
cyberspace can be attacked through physical means.

To date, security and resilience have been considered 
as largely disjoint (frequently even totally missing) aspects 
of CPS design. This separation was natural due to the tra-
ditionally segmented nature of design flows along isolated 
aspects of physical and cyber (software and computing) 
design. However, modern CPSs do not permit such separa-
tion anymore due to advances and integration in wireless 
sensor–actuator networks, the internet of “everything,” 
data-driven analytics, and machine-to-machine inter-
faces. These developments have given CPSs the ability to 
interoperate and adapt to open dynamic environments, 
and enabled new trends: 1) faster operational time scales; 
2) greater spatial interconnectedness; 3) larger number of 
mixed initiative interactions; and 4) increased heterogene-
ity of components. These trends are forcing increasingly 
physical and cyber sides of systems to be tightly coupled. 
The failure of loosely coupled physical and cyber schemes is 
evident in chronically unresolved design conflicts between 
performance and resilience against faults and intrusions, 
and conflicts between needs for performance optimization 
while maintaining robustness against adversarial impacts.

Building on the remarkable progress achieved during the 
past decade in developing a new system science for CPS, the 
objectives of our work are to analyze the cybersecurity risks, 
propose resilient monitoring and control mechanisms, and 
evaluate their effectiveness as well as their performance 
impact on system operations. We consider security and resil-
ience as system properties emerging from the intersection 
of system dynamics and the computing architecture. This 
integrative view allows pursuing cross-domain tradeoffs and 
system-security codesign. Resilient  dynamics generalize 

functional performance by augmenting design concerns 
to attain robustness against faults and cyber attacks. The 
effects of failures and intrusions are modeled as uncertain-
ties and cast as adversarial games. We investigate how to 
efficiently solve these games and design efficient defense 
strategies against worst case attacks. More importantly, we 
develop a modeling and simulation integration platform 
that enables evaluation of resilience of CPS in the presence 
of cyber attacks based on attacker–defender games using 
simulations of sufficient fidelity.

The SecUre and REsilient Cyber–Physical Systems 
(SURE) platform incorporates 1) realistic models of cyber and 
physical components and their interactions; 2) cyber attack 
models that focus on the impact of attacks to CPS behavior 
and operation; and 3) operational scenarios that can be used 
for evaluation of cybersecurity risks. Further, it allows the 
evaluation of performance impact and assessment of resil-
ient monitoring and control algorithms. The main innova-
tion of our approach is that research processes and results are 
documented as executable software models, simulations, and 
generated data that support cybersecurity analysis and design 
in a quantifiable manner. A earlier version of the platform is 
demonstrated in [3]. The paper presents the platform using 
smart transportation systems as the CPS application domain. 
We evaluate the approach using three case studies: 1) vulner-
ability analysis of transportation networks to traffic signal 
tampering; 2) resilient sensor selection for forecasting traffic 
flow; and 3) decentralized resilient traffic signal control in the 
presence of denial-of-service (DoS) attacks. It should be noted 
that transportation systems are treated as any other network 
critical infrastructure, and hence, the proposed approach can 
be directly applied to other similar classes of CPS.

The SURE platform enables in-depth experimental evalua-
tion of security and resilience that is necessary for developing 
the scientific foundations and technology. Theoretical analysis 
is accompanied by large amounts of experimental work and 
empirical observations use realistic CPS models and integrated 
simulations of tightly coupled cyber and physical components. 
Additionally, the platform allows the design and execution of 
controlled experiments of large-scale CPS by configuring the 
system and attack models. The main idea is to untangle poorly 
understood interactions and improve understanding by simu-
lating real-world CPS. Simulation of such complex systems can 
lead to new knowledge by predicting how an assemblage of het-
erogeneous components will behave and discover what are the 
implications of the assumptions imposed on the system.

The rest of the paper is organized as follows. Section II 
provides a brief overview of secure and resilient CPS. 
Section III describes the goals and the system architecture 
of the SURE platform. Section IV presents the CPS mod-
eling and simulation integration tools that are the main 
building blocks of the platform. Section V describes the 
main advances for adversarial modeling that is one of the 
most significant challenges for evaluation of CPS security 
and resilience. Section VI presents three case studies from 
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transportation networks that illustrate the use of the plat-
form. Finally, Section VII summarizes the main conclusions 
and discusses open research directions.

II .   SECU R E A ND R ESILIEN T CPS

In recent years, a number of successful attacks against CPS 
targets, some of which have even caused severe physical 
damage, have demonstrated that security and resilience of 
CPS is a very critical problem. High-profile attacks have 
been reported in a broad range of CPS application domains. 
Stuxnet inflicted physical damage to an industrial infra-
structure (uranium hexafluoride centrifuges) by attack-
ing the supervisory control and data acquisition system 
(SCADA)  [4]. The attack on Maroochy Water Services in 
Queensland, Australia disrupted pumping operations and 
suppressed alarms, resulting in the release of untreated 
sewage into local waterways [5]. Researchers have demon-
strated the ability to compromise unmanned aerial vehicles 
(UAVs) [6]. Cyber attacks on modern automobiles that 
can lead to physical consequences, including disabling the 
brakes, killing the engine while the automobile is moving at 
high speed, permanently locking the doors, and manipulat-
ing the speed indicator have been reported [7], [8]. Attacks 
can target not only individual vehicles but transportation 
systems, for example, coordinated ramp metering attacks 
on freeway control systems are demonstrated in [9].

Because of its significance, security and resilience of 
CPS have attracted considerable attention in many applica-
tion domains such as automobiles [10], medical devices [11], 
smart grids [12], industrial control systems [13], and trans-
portation systems [14]. After performing vulnerability and 
risk analysis [15], typical security efforts aim at prevention 
of cyber attacks, intrusion detection, and resilient control 
design [16]. Because of the heterogeneity and complexity 
of these systems, methodologies that improve CPS security 
are very diverse with different objectives, specifications, and 
constraints resulting in a broad body of knowledge [17].

Prevention mechanisms aim to create technology to 
make CPS harder to attack successfully. Such efforts extend 
cybersecurity methods for information technology systems 
by taking into consideration salient features that include 
include long system lifecycles, restricted update capabili-
ties, reliance on legacy systems and protocols, limited com-
putational resources, and real-time constraints. The key 
challenge in such methods is the development of secure 
components, devices, individual systems, and networks that 
can be used in various CPS applications. Specific technolo-
gies include authentication [18], design of high-assurance 
software [19], formal methods for automated verification 
and testing [20], and architecture security [21].

Although preventive measures are necessary, it can be 
very expensive and even impossible to fully protect com-
plex systems and a determined adversary can still launch 
successful attacks. Intrusion detection systems for CPS 

consider properties of the physical components to iden-
tify anomalous behavior that may be attributed to cyber 
attacks. Physical models are used for attack detection in 
[22]. Detection limitations for CPS and characterization 
of undetectable (or stealthy) attacks are presented in [23]. 
A game-theoretic approach for determine time-dependent 
thresholds to achieve an optimal tradeoff between detection 
delay and false positive rates is studied in [24]. A new met-
ric to measure the impact of stealthy attacks and mitigation 
techniques by combining detection schemes are developed 
in [25].

Recently, there has been also great progress in resil-
ient control design [26]–[29]. These methods are based on 
abstractions and models used for control design and comple-
ment methods that focus on software and network security. 
The secure system simplex architecture, for example, has 
been proposed to improve CPS security by detecting tim-
ing anomalies in the execution of control software caused by 
malware and switching to a trusted controller if malicious 
intrusions are detected [30]. Another class of methods of 
importance to many CPS focuses on secure state estimation 
in the presence of sensor attacks [31].

The value of developing testbeds for experimental evalu-
ation of CPS security has been recognized and various test-
beds have been proposed for security assessment of CPS 
application domains in critical infrastructure such as power 
systems and SCADA systems [32]–[35]. The PowerCyber 
CPS testbed, for example, is used to implement and evaluate 
cyber attacks on automatic generation control [36].

The SURE platform presented in this paper is developed 
for analysis of security and resilience of large-scale CPS such 
as transportation systems. Our main goal is to analyze the 
resilience of monitoring and control algorithms that operate 
in adversarial environments. The platform is built on top of 
a model-based modeling and simulation integration frame-
work and provides the necessary tools and tool infrastruc-
ture to establish a coherent experimentation framework for 
evaluation of resilience. Performing controlled simulation 
experiments of large-scale CPS is valuable for developing 
realistic models, investigate poorly understood interactions, 
discover what are the implications of various assumptions, 
and predict how an heterogeneous assemblage of compo-
nents will behave in the presence of cyber attacks.

III .   GOA LS A ND SYSTEM 
A RCHITECT U R E OV ERV IE W

Our ultimate goal is to develop a systematic body of knowl-
edge with both strong theoretical and empirical underpin-
nings to inform the engineering of secure and resilient CPS 
that can resist cyber attacks. The main idea is to perform CPS 
resilience studies based on attacker–defender games using 
simulations of sufficient fidelity. Consider, for example, the 
transportation network around the Vanderbilt University 
campus that is used throughout the paper to illustrate the 
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approach. Such a transportation system consists of a large 
number of sensors and traffic lights (actuators) that com-
municate via networking technologies. This infrastructure 
provides valuable services such as traffic light control, con-
gestion prediction and management that can be used for 
every day operation as well as planning of special events 
such as football games. The overall system behavior depends 
on physical components (vehicles), physical phenomena 
(traffic flow), cyber components (sensors, actuators, net-
works, control, monitoring algorithms), and humans who 
have diverse behaviors and reactions. Evaluating how resil-
ient is the Vanderbilt campus transportation network in the 
presence of cyber attacks is a significant challenge that leads 
to multiple research questions. There is the need to 1) seek 
suitable metrics that can quantify resilience based on the 
services provided by the system; 2) capture diverse attacks 
such as traffic signal tampering, traffic flow sensor DoS, 
and integrity attacks as well as their effects in the system; 
3) identify the most critical components (e.g., intersections) 
that need to be protected; 4) understand how traffic pat-
terns affect the system behavior in the presence of attacks; 
and, of course, 5) design resilient monitoring and control 
algorithms that can provide acceptable levels of service even 
when the system is attacked.

Our objective is to provide a platform for experimen-
tation and evaluation of resilience of CPS in the presence 
of cyber attacks. We formulate attacker–defender games, 
provide software tools that allow users to play the games, 
and perform extensive heterogeneous simulations for dif-
ferent player strategies to quantify resilience based on 
well-defined metrics. We express the utility of an attacker 
based on possible attacker’s goals and we use the system 
and application requirements to quantify the utility of 
the defender. Based on these utility functions, we define 
metrics for resilience and prescribe ways to compute them 
using simulations. Finally, we design resilient monitoring 
and control algorithms and we evaluate them against vari-
ous attack models.

In transportation networks, for example, the traffic sig-
nal schedule can be designed to minimize congestion. A typ-
ical goal of an attacker is to minimize the network’s utility 
by maximizing congestion. An attacker may compromise the 
system by tampering with the schedule of the traffic signals 
in multiple intersections. Because of hardware fail-safes, the 
attacker will not be able to cause an accident, and further, to 
avoid detection, the attacker may select only valid schedules. 
In such a scenario, the SURE platform can be used to evalu-
ate different attack and defense strategies by allowing users 
to configure attack and system models. In addition, we can 
compute the optimal strategies for the attacker–defender 
games and evaluate traffic congestion in the network assum-
ing the worst case attack (given an attack model). Resilient 
algorithms for traffic light control that account for attacks 
can also be design and evaluated. Technical details of our 
approach and examples are presented in Section VI.

Possibly, the most significant challenge in analysis of 
CPS security and resilience is modeling cyber attacks. Real 
cyber attacks exploit software vulnerabilities to perform 
code injection or data tampering. Protecting the system 
by preventing such attacks may be very expensive or even 
impossible. In our approach, we assume attacks our suc-
cessful and we focus on the impact of the compromised 
cyber components in the system. The attack models are 
inspired by reports of actual cyber attacks at vehicle detec-
tion systems embedded in roadways and traffic lights [37]. 
We develop abstracted models or various availability and 
integrity attacks and we include model attributes for rep-
resenting constraints, attack start times and duration, and 
other features. Further, we develop a modeling language for 
composing complex and multistage attacks. The adversarial 
modeling language is presented in Section V.

Given the system and attack models, we automatically 
synthesize and perform integrated heterogeneous simula-
tions that are used to translate abstract CPS security and 
resilience concepts into concrete observations. The SURE 
platform is based on a extensive software tool infrastructure 
for integrated CPS simulation and provides a suite of experi-
mentation services for cloud deployment, collecting simu-
lation results, and visualization capabilities. The software 
infrastructure for CPS modeling and simulation integration 
is presented in Section IV.

In summary, Fig. 1 provides an overview of the approach. 
The goal is to evaluate resilience of CPS in the presence of 
cyber attacks. The evaluation is based on attacker–defender 
games using simulations of sufficient fidelity. To rapidly 
synthesize complex heterogeneous simulations, we have 
developed a modeling integration framework and a tool 
infrastructure for attack and system modeling. The models 
are used by a model-based integration framework for het-
erogeneous and distributed simulations to support rapid 
design, synthesis, and evaluation of simulated experiments.

Fig. 1. Goals and architecture overview.
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The primary focus of the SURE platform is to provide 
a flexible environment for evaluating the impact of various 
cyber attacks. The core challenge is to execute realistic and 
detailed simulation models while keeping the design and 
experimentation interface simple and focused on the security 
aspects. To achieve these goals, we use two core technol-
ogy components: 1) the WebGME online modeling and col-
laboration tool [38]; and 2) the Command and Control Wind 
Tunnel (C2WT) simulation framework [39]. WebGME is a 
highly flexible online modeling environment built on state 
of the art web technologies, while C2WT can connect and 
synchronize established large-scale simulation tools using 
the high level architecture (HLA) interoperability standard 
[40]. For transportation systems, the simulation integration 
platform uses a modular approach to integrate the follow-
ing simulation engines: OMNeT++ [41], SUMO [42], and 
Matlab/Simulink [43] as shown in Fig. 2. SURE provides the 
necessary domain-specific languages, models, model transla-
tion, and simulation driver tools to establish a coherent exper-
imentation framework.

The main challenge is to provide an environment that 
provides mechanisms and tools for designing, deploying, 
and orchestrating experiments. We develop several mecha-
nisms that hide the complexity of the tools and the integra-
tion environment, while presenting a highly user-friendly 
platform that allows focusing on CPS security and resilience 
without having to set up the underlying experimentation 
and computation infrastructure. The main interface to the 
platform is provided by the WebGME modeling environ-
ment. In the case of transportation networks, WebGME 
provides tools and methods to model traffic maps, traffic 
demand models, sensors, traffic lights, the communication 
network topology as well as an attack modeling language. As 
shown in Fig. 2, these models are used to configure not only 
the integrated simulation in C2WT, but also the experimen-
tation infrastructure, which currently is supported for the 
OpenStack cloud and the Amazon AWS cloud. Additionally, 
a set of simulation drivers are configured to send experi-
ment setup files and data to C2WT, monitor the experi-
ments, gather experimental results, and visualize the data.

An important feature of the SURE platform is that 
it allows model-based design of controlled experiments 
for evaluation of resilience in CPS. In the transportation 
domain, system models (e.g., location and type of sensors, 
traffic light control algorithms, network topology, and pro-
tocols) and attack models (e.g., integrity and DoS attacks) 
can be easily configured. In addition, the models can be used 
to realize different traffic conditions that can greatly impact 
the results (e.g., the effect of the same attack can be differ-
ent during morning rush hour and afternoon rush hour).

I V.   CPS MODELING A ND SIMU L ATION 
IN TEGR ATION

A. Domain Modeling for Rapid Experimentation

The underlying idea with WebGME and its predeces-
sor, the generic modeling environment (GME) [44] is to 
facilitate the design of domain specific graphical modeling 
languages (DSMLs) for a wide spectrum of engineering and 
science domains. A DSML abstracts the commonalities in 
the domain while the models capture the information spe-
cific to the given system being modeled. The designer of the 
language has a high degree of freedom to decide which are 
the important first-class concepts of the domain and how 
to capture such elements visually. Once the language is 
defined, concrete models can be built to analyze the system, 
provide input to simulators, generate test cases, and create 
documentation. This DSML-based technique provides guar-
anteed consistency because every tool utilizes the same set 
of shared models and visual syntax. Tool suites built around 
WebGME and GME had been applied successfully in multi-
ple domains [45]–[51].

WebGME provides a unique approach for capturing 
the concepts and rules of the domain. The visual language 
is described and embedded with the model—this partition 
is called the metamodel. Due to this tight integration and 
unified representation of the language and its instances, 
the environment allows to make changes to both during the 
evolution of the model. In the SURE platform, we heavily 
depend on this capability to continuously extend and prune 
the DSML while integrating new CPS application domains 
and simulation tools, and developing new security sce-
narios. Using this incremental approach, we can keep the 
modeling language and the user interface concise. This is 
especially important in the development and refinement of 
the adversarial modeling language which is the most chal-
lenging part of the metamodel for evaluating security and 
resilience. Beyond capturing and enforcing the rules of the 
metamodel, WebGME uses two first-class modeling con-
cepts to build models with increasing levels of abstraction. 
Hierarchical decomposition is the most widely used tech-
nique to handle complexity. Copying, moving, or deleting a 
model will copy, move, or delete its constituent parts. In the 
SURE platform, this feature allows us to create refined mod-
els of physical or cyber entities but handle these as single 

Fig. 2. SURE platform architecture.
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components at higher levels in the hierarchy. Prototypical 
inheritance is a unique feature that enables the modeler 
reuse and refine models. Just as there is a single composition 
tree, there is a single inheritance tree with a single object at 
its root. Rules specified by the metamodel, as well as actual 
model parts, propagate down this tree. Deleting a model will 
delete all of its descendants in the inheritance hierarchy too. 
The SURE platform builds on this capability for creating 
libraries of reusable components for the CPS domains and 
attack models.

The current metamodel of the SURE platform is par-
titioned to three distinct areas: 1) a high-level model of 
the cyber infrastructure using common network abstrac-
tions such as routers, network links, and end points; 
2) a rich toolset for developing attack models (details are 
presented in Section V); and 3) a set of elements for inte-
gration with a concrete CPS domain. Due to the relative 
separation of these concepts, we can add new physical 
domains with minimal changes to the cyber and security 
aspects. Such changes include capturing the essential 
physical domain concepts (e.g., sensors, actuators) and 
their linkage to the elements of the cyber infrastructure. 
The separation allows the development of relatively sim-
ple simulation drivers which translate the model ele-
ments to input specifications for the application-specific 
simulation engine(s).

Within a specific CPS domain (e.g., transportation net-
works), the platform supports multiple security scenarios. 
A scenario consists of a concrete model in the physical 
domain, predefined elements in the cyber domain, and 
most importantly, a specific challenge problem to be inves-
tigated. The challenge problem focuses on a well-defined 
application (e.g., traffic forecasting or traffic signal control) 
and defines the goal and metrics for the evaluation. Each 
scenario requires the development of analysis tool plugins 
for processing the results of the simulation.

B.  Collaboration and Gamification

The SURE platform uses a web browser-based user inter-
face and supports online collaboration where changes are 
immediately broadcast to all users. This is similar to how 
live collaboration tools (e.g., GoogleDocs) work, except here 
the shared artifacts have a much richer data model which 
makes consistency management more challenging. The 
platform persists each security scenario model on a central-
ized server, thus these are accessible from anywhere at any 
time using a web browser. Also, the models can be opened 
and edited by multiple users at the same time. Concurrent 
editing conflicts are detected, retried, or rejected with 
immediate visual feedback. The web-based interface also 
provides easy access to the simulation and analysis tools for 
all connected users.

The multiuser access is especially important for devel-
oping scenarios based on attacker–defender games. In 

these models, each client is assigned to a group of defend-
ers (blue team) or attackers (red team). The scenario 
defines the rules of engagement, that is the set of cyber 
elements which can be attacked, the tools for defending 
against attacks, and the goals of the attacker and defender 
teams. The modeling environment allows the blue and 
red teams to work on the scenario model concurrently 
or sequentially. The integrated scenario and simulation 
drivers allow to evaluate the performance of both teams 
repeatedly. The simulation results are provided to the users 
through the same web-based interface (see Section VI for 
case studies).

C.  Traceability and Reproducibility

One of the most critical and often overlooked prob-
lems of experimentation-based evaluation platforms is 
the precise and accurate preservation of both the inputs 
and the results. Typically, such bookkeeping is the sole 
responsibility of the experimenter and requires diligent 
archiving of each step. Such approaches breakdown fast in 
complex systems and significantly burden the experimen-
tation process. These problems are even more critical in a 
collaborative environment with multiple users and shared 
responsibilities. Reproducibility, traceability, sharing, 
and trust in experiment-based evaluation require support 
mechanisms.

The SURE platform includes a strict but highly transpar-
ent versioning mechanism for all artifacts of the scenario 
model and the results of simulation runs. Further, its cloud-
based architecture enables to automatically capture prov-
enance information. Users can access the tools using their 
browsers, thus almost all artifacts related to the experiments 
can be controlled using the web-based infrastructure. The 
internal storage model is heavily influenced by the Git dis-
tributed version control system [52]. Every change to the 
model is recorded with an automatically commit object and 
is protected by a cryptographic hash. The commit objects 
record the modifications and the previous commit(s), to 
which these changes has been made. Thus, every project 
can be traced back to its origin. The model also allows 
separate development branches to be created and merged 
back. Specific stages in the tree of the history can be tagged 
and returned.

Note that some artifacts, most notably the outputs 
of the simulation runs, cannot be conveniently stored as 
WebGME models. For versioning and tracking such external 
resources, WebGME includes the Asset Manager service. 
This storage service provides a convenient way to store and 
retrieve unstructured files in the cloud similarly to Amazon 
S3 [53] or OpenStack Swift. The storage engine keeps all 
previous versions of the files and WebGME maintains 
external references as built-in first-class concepts to the 
external artifacts. Since the references are part of the core 
WebGME data model, the version dependencies between 
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the external artifacts and the model are captured as well. 
These references are important elements of the provenance 
information.

D.  Transportation Domain

The current version of the SURE platform is used to eval-
uate resilience of CPS transportation systems. The simula-
tion capabilities in this domain are provided by Simulation 
of Urban MObility (SUMO) [42], a microscopic, intermodal 
and multimodal, space-continuous and time-discrete traffic 
flow simulation platform. SUMO uses arbitrary street net-
works down to individual lanes and detailed intersection 
models. It simulates the traffic flow at the vehicle level using 
a realistic behavior model of each driver. Complex traffic 
rules and signaled intersections are also supported. The two 
most important simulation inputs are the street network 
and a parameterization of the traffic demand which can be 
defined using departure locations and times with intended 
destinations or complete route specification.

SUMO allows arbitrary maps to be created and used. 
Fig.  3 shows the transportation network around the 
Vanderbilt University campus. SUMO provides auxiliary 
tools for importing regions from OpenStreetMap [54] into 
its native XML-based representation. We also added a cus-
tom visualization tool to WebGME, which can render these 
SUMO maps on the model canvas. Note that the detailed 
street network is not part of the versioned model but and 
external artifact. Therefore, it is important to create unam-
biguous links to the entities of this map from first-class 
model elements. The custom visualizer tool is responsible 
for this data association problem. When DSML entities 
(e.g., routers and controllers) are created or moved on the 
map, the visualizer automatically updates linking attributes 
based on the location and proximity to rendered SUMO 
map elements (e.g., lane or intersection).

In simple operational scenarios, model elements are cre-
ated and linked only at the top level on the global map over-
lay. However, more detailed models require hierarchical 
decomposition. In transportation systems, such deeper hier-
archies are created, for example, at road intersections. Fig. 4 
shows the model of one intersection. Note that some of the 
visual elements (e.g., lanes and the shape of the intersec-
tion) are still rendered virtually using the external SUMO 
map resources.

A typical exploration in transportation systems is to 
evaluate the same attacker–defender games with different 
traffic patterns. We add a simple sublanguage for capturing 
stochastic traffic demand parameters. Each traffic pattern 
is represented by a state with a predefined duration and the 
probabilities of car departures and destinations. Different 
probabilities can be assigned based on the departure (edge 
or inside) and destination locations. The model can be used 
to simulate morning and afternoon peak commuter traffic, 
busy midday hours, and quiet weekends or nights. Entire 
programs defining traffic demand patterns can be stored in 
the library as part of the project and applied to a scenario 
model effortlessly.

The platform uses the following DSML concepts for 
designing system and attack models: 1) intersections as 
container models to start new model hierarchies; 2) sen-
sors which correspond to induction-loops or multientry/ 
multiexit sensor devices for measuring line crossings or 
occupancy; 3) traffic lights which are entities within an 
intersection and capture traffic lights and their schedules; 
4) local controllers that receive inputs from the intersection-
level sensors and control the timing of the traffic light sched-
ule; 5) regional controllers which are high-level controllers 
responsible for optimizing the global performance of the 
transportation network; and 6) traffic demand and demand 
state for modeling traffic patterns as described above.

In addition to the transportation-specific model ele-
ments, the scenario models contain routers, network links, 
and base stations. These elements are used to describe the 
communication network and are possible targets of cyber 
attacks (in addition to the transportation-specific elements).

Fig. 3. Resilient hierarchical control scenario using the Vanderbilt 
campus map.

Fig. 4. Hierarchical refinement: Intersection-level model.
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E.  Simulation Drivers

The reconfigurable web-based modeling interface cap-
tures and stores the system model and the design decisions 
made by the red or blue teams. The power of the SURE plat-
form comes from its integration with existing large-scale 
simulation engines in the backend infrastructure. The plat-
form implements a multistage translation process to lever-
age such simulators (e.g., OMNeT++, SUMO, and Matlab/
Simulink) without building fragile point solutions. The 
architecture is shown in Fig. 5.

The detailed timing and data type-level integration chal-
lenges are handled by the C2WT platform using the HLA 
standard. C2WT and the integrated simulation engines are 
deployed on dedicated cloud server instance(s) and form 
a self-contained independent service. The platform allows 
complete simulation runs to be executed without any 
dependencies on the WebGME front-end. Extending the 
SURE platform for experimentation in new CPS application 
domains requires integration of new domain-specific simu-
lation engines in the C2WT architecture.

Executing C2WT-based simulations from the modeling 
environment requires a few model transformation steps. 
First, the entire graphical scenario model is traversed and 
its content is exported to a JSON file [55]. This step is inde-
pendent of the CPS domain and the actual scenario. The 
next stage is responsible to filter, check, and transform the 
generic data based on the goals of the selected scenario. This 
layer is also responsible for transforming low-level simula-
tion results to scenario-specific metrics at the end of the 
simulation. The same or similar scenario can potentially 
be used in different CPS application domains. Finally, the 
simulation drivers prepare the input files for the C2WT-
based experiment. This transformation is highly specific 
to the simulators used in the particular CPS domain. The 
drivers are also responsible for the completion of the experi-
ment and the collection of all relevant outputs of the sim-
ulators. This multistage process allows us to reuse many 

existing components and adapt to new CPS domains to the 
SURE platform without significant changes to the current 
architecture.

F. Model-Based Simulation Integration

The C2WT is a model-based integration framework 
for heterogeneous and distributed simulations which sup-
ports rapid design, synthesis, and evaluation of distributed 
simulations [39], [56]. The framework provides an intuitive 
and extensible platform for rapidly composing integrated 
simulations using a variety of special purpose tools that 
span many CPS domains. C2WT provides a modeling lan-
guage and tools to build an integration model of a system 
of systems. In the SURE platform, these involve creating an 
integration model to compose simulations of the transpor-
tation network, the communication network, various con-
trollers, and several other experiment-specific modules. The 
platform supports automatic synthesis of runtime adapters, 
artifacts, and execution scripts that are needed to compose 
and execute integrated simulations. In addition, it supports 
modeling the deployment of simulations on a cluster so 
that individual simulations can be deployed automatically 
at runtime and monitored through its simulation manage-
ment component. Fig. 6 shows the architecture diagram of 
the C2WT.

The C2WT framework provides a HLA-based simula-
tion integration platform [40]. The HLA implementation is 
called runtime infrastructure (RTI) and C2WT relies on an 
open-source implementation called Portico [57]. The RTI 
enables integrated and synchronized simulation of a num-
ber of federate types (individual simulation components). 
Over the last decade, the C2WT has developed into a highly 
mature framework with support for a variety of simulation 
tools that can be easily integrated such as Matlab/Simulink 
[43], OMNeT++ [41], CPNTools [58], SUMO [59], 
TrainDirector [60], and Gridlab-D [61] among others. Apart 
from these special-purpose simulators, C2WT supports 
integration of generic simulations written in C++ and Java 
programming languages. In SURE, we leverage the integra-
tion support of SUMO for traffic simulation, OMNeT++ for 

Fig. 5. Integrating the web-based testbed interface with simulation 
backend using scenario analysis tools and simulation drivers. Fig. 6. C2WT simulation integration framework.
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communication network simulation, and Matlab/Simulink, 
C++, and Java for various types of controllers and other 
scenario-specific modules.

A core module of C2WT is the model integration layer 
(MIL). The MIL comprises a graphical modeling language 
that allows creation of domain-specific integration mod-
els. The language allows defining data models specific to 
scenarios, creating abstract models for the core simula-
tion components, and defining the data flows relating the 
core component models with the data models. In addition, 
it supports modeling of the experiments, the computation 
hardware infrastructure, the configuration of experiments, 
and the deployment of simulations. The MIL also provides 
a number of domain-specific synthesis tools that allow 
automatic synthesis of customized wrappers that facilitate 
HLA-based integration of various simulation models. Also, 
several synthesis tools enable the automatic experiment 
configuration and deployment.

C2WT employs several models for a particular scenario. 
These models specify the simulation components, the exter-
nal inputs given to the simulation components at runtime, 
and the runtime, logging, and control configurations. Also, 
C2WT allows the modeler to define the set of computers 
where the experiment can be executed along with login cre-
dentials. The user can specify the mapping of simulation tools 
(federates) to the computer where they need to be executed. 
C2WT automatically generates appropriate shell scripts and 
configuration to deploy the simulation to configured com-
puters to be able to execute the entire integrated simulation.

V.  MODELING CPS IN A DV ER SA R I A L 
EN V IRONMEN TS

The primary goal of adversarial modeling is to be able to 
describe sophisticated executable attack strategies. The pur-
pose of the simulation-based experiments is to analyze the 
effects of cyber attacks on the physical domain. The SURE 
platform provides a concise set of generic well-understood 
attack mechanisms. However, the actual execution of each 
attack requires intricate integration in the CPS model. We 
develop an extensive cyber attack library and implement 
the mechanisms for integrating the attacks with the system 
model. Complex, multistage attacks are implemented using 
courses of actions (COAs). We incorporate the COAs in 
the SURE metamodel using a well-defined sublanguage for 
capturing adversarial attacks. Based on this visual language 
and using prototypical inheritance in WebGME, users can 
develop sophisticated and coordinated attacks. Currently, 
the targets of attacks are restricted to the cyber domain.

A. C2WT Cyber Attack Library

We develop a reusable and modular cyber attack library as 
part of the C2WT. Fig. 7 shows the main cyber attacks avail-
able in this library that can be used to configure attacks like 
distributed DoS, network delays, data corruption, network 

manipulation, and others. Configuration parameters for the 
attacks are also shown in the figure. For example, consider an 
integrity attack deployed on a network node in the commu-
nication network model. The attack manipulates the network 
packets flowing through the network node at  the message 
level. The parameters are used to change different fields of 
the message while being consistent to their data types.

Fig. 8 shows part of the integration model of the com-
munication network simulation component in C2WT rep-
resented by the (green) federate box labeled omnet. This 
component (referred to as omnet federate) is developed 
using the simulation tool OMNeT++ and the model suite 
INET which provides support for multiple Internet proto-
cols [62]. This generic federate component understands 
messages of type NetworkPacket which contain the routing 
information in the network topology, metadata of the mes-
sage, and the payload itself. The figure also shows models 
for DoS and integrity attacks. Multiple cyber attacks are 
designed, implemented, and supported by the library. These 

Fig. 7. C2WT cyber attack library.

Fig. 8. C2WT communication network component and cyber attack 
library integration.
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are atomic attacks that can be deployed on any node in the 
communication network and they are modular and config-
urable for extending and parameterizing them to support 
various security scenarios.

In Fig. 8, the omnet federate both publishes and sub-
scribes to NetworkPacket interaction type. Any commu-
nication path between two federates can be relayed via a 
simulated communication network with the appropri-
ate network topology, routing, and protocols. In order to 
support this interaction type in the network simulation 
component, a separate module is needed to translate reg-
ular interactions into NetworkPacket and back. When  a 
federate sends a message that is to be transmitted over 
a  simulation network, first the message is translated into 
a NetworkPacket and then sent to the omnet federate. 
The omnet federate routes the data in the communication 
network and when it is received at the network node cor-
responding to the recipient federate, it is translated back 
to the original interaction type. C2WT supports many dif-
ferent types of mapping specification between interactions 

that allow automatic message translation and even data 
type conversion. Further, the mappings support one-
to-one, one-to-many, many-to-one, and many-to-many 
specifications.

B. Courses of Actions for Multistage Attacks

In order to rapidly evaluate complex and multistage 
attacks, we develop in C2WT a capability to model, config-
ure, and evaluate COAs. COAs represent sequence of trig-
gers and actions that can be combined using workflows. 
COAs utilize atomic actions based on triggers such as time, 
system events, or realized outputs generated at runtime dur-
ing the simulation. Fig. 9 lists the elements that can be used 
in construction of COAs and a description of their behavior. 
Each of the COA elements has a set of parameters that can 
be used to configure its intended behavior.

An important capability of the language is that it allows 
grouping a set of related COAs into COA groups. C2WT pro-
vides mechanisms to specify how a particular COA from a 
COA group should be chosen in an experiment run. C2WT 
provides tools, GUIs, database, and file logging support for 
executing these combinations of experiments in a batch 
mode so that all the simulation results are collected and 
organized for analysis. Using COA groups, it is possible to 
evaluate system resilience under a large number of alterna-
tives in an efficient manner.

C. Adversarial Modeling Language

The adversarial modeling language available to the 
user using the web-based SURE interface is based on the 
C2WT attack library and the services for executing COAs. 
Elements of the COA model are distilled into a visual lan-
guage shown in Fig. 10. These elements are grouped in two 
categories: attack actions are executed against the cyber 
components of the model, while triggers are used to coordi-
nate the execution of actions. Fig. 11 shows a typical attack 
model with the two types of blocks interleaved to form an 
alternating pattern.

Fig. 9. COA sequence elements in C2WT. Fig. 10. Elements of the adversarial modeling language.
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Attack types supported by the adversarial modeling lan-
guage include the following.

1) � Out of order: This attack targets a node or a router and 
results in rearranging the network packets passing 
through.

2)  �Integrity: This attack modifies the content of the 
packets.

3) � Delay: This attack introduces probabilistic network 
delays using configurable parameters (mean and 
variance).

4) � Data corruption: It is a random corruption of data 
packets.

5) � DoS: This attack prevents packets to be received or 
transmitted.

6)  �Record and playback: This attack records and replays 
a set of data.

Each attack type has separate attributes to initiate and to 
stop the execution of the attack.

The following triggers are used to implement the con-
trol flow. 1) Duration: A time-based delay for executing the 
next block—both deterministic and probabilistic intervals 
are supported. 2) Forking and branching: The execution fol-
lows in multiple threads in parallel or in one of the multiple 
branches. 3) Synchronization: Waiting for multiple threads 
of execution (created by the Fork trigger) or waiting for a 
global time point.

The example model in Fig. 11 deploys multiple attacks in 
sequence against its target node. After a deterministic delay, 
it executes a DoS attack for a random time duration. After 
this step, it triggers a data corruption corruption attack in 
the node and a packet reordering attack across the stream of 
packets passing through.

Each attack model is transformed to the native XML 
representation of COA scripts and packaged with other 
input artifacts before executing the C2WT simulation. 
The model transformation tool and the COA engine is 
generic and can be reused across various scenarios and 
physical domains.

V I.   C A SE ST U DIES

Transportation systems are vulnerable to cyber attacks that 
include communication network attacks such as DoS and 
integrity attacks such as data corruption. Regardless of the 

specific nature of the attack, the objective of the adversary 
is to degrade the quality of human decision making by lim-
iting access to information, by decreasing trust in informa-
tion resources, by modifying important information, or by 
tampering with applications and application results. We 
present three case studies to illustrate the capabilities of the 
SURE platform. The first case study presents an approach 
for vulnerability analysis of transportation networks to traf-
fic signal tampering attacks. In this case, we focus only on 
the attacker, we provide an algorithm for computing the 
worst case attack, and we analyze its impact to the traf-
fic flow using total travel time as metric. The second case 
study presents an approach for resilient sensor selection for 
traffic forecasting. We present an attacker–defended game 
for selecting the locations of sensor devices so that place-
ment is resilient to DoS attacks that aim to degrade pre-
diction accuracy. The simulations using the SURE platform 
are valuable to evaluate how resilient is the sensor selec-
tion approach under different traffic conditions. The third 
case study presents an approach for resilient traffic signal 
control where we demonstrate how the SURE platform can 
be used successfully to systematically and efficiently design 
and analyze the resilience of multiple-intersection closed-
loop traffic light control. It should be noted that these case 
studies represent experiment instances but the SURE plat-
form can be configured to evaluate resilience under differ-
ent attacks, traffic patterns, and monitoring and control 
algorithms.

Fig. 12 shows the main steps for designing and executing 
experiments. The first step is to select the transportation net-
work of a particular geographical region, and download the 
map (e.g., from openstreetmap.org). The map is imported 
into SUMO using the tool NETCONVERT. Once the road 
map is created, various traffic demand patterns are devel-
oped to support the designed experiments. We have created 
a graphical modeling tool for defining different (stochastic) 
traffic patterns as described in Section IV. In addition to 
the transportation network, the communication network 
needs to be modeled including sensors, traffic lights, rout-
ers, and base stations. Fig. 13 shows part of a model. During 
the experiment setup, we can create multiple copies of 
the model that correspond to different configurations that 

Fig. 11. Example adversarial model: executing multiple attacks in 
sequence and in parallel.

Fig. 12. Experimental workflow for creating new scenarios in SURE.
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include only the elements of interest. The attacks are mod-
eled using the adversarial modeling language presented in 
Section V.

Finally, we execute the experiments using the avail-
able execution plugins. The plugins gather the appropriate 
modeling and configuration details and package them in a 
format suitable for integrated cosimulation in the C2WT. 
Execution progress is shown through status updates via noti-
fications. When the simulation is completed, the results are 
processed and shown to the user.

A. Vulnerability Analysis to Traffic Signal Tampering

The evolution of traffic signals from standalone hardware 
devices to complex networked systems has exposed them 
to cyber attacks. While traditional hardware systems are 
susceptible only to attacks based on direct physical access, 
modern systems are vulnerable to attacks through wireless 
interfaces or even to remote attacks through the Internet. A 
recent case study analyzed the security of traffic infrastruc-
ture in cooperation with a road agency located in Michigan 
[37]. The agency operates around a hundred traffic signals, 
which are all part of the same wireless network, but the sig-
nals at every intersection operate independently of the other 
intersections. The study found three major weaknesses in the 
traffic infrastructure: 1) lack of encryption in the network; 
2) lack of secure authentication due to the use of default 
usernames and passwords on the devices; and 3) vulnerabili-
ties to known exploits. Even if every weakness discovered 
by such an investigation were corrected, it is extremely dif-
ficult to prevent all future software vulnerabilities. In addi-
tion to the general difficulty of this task, traffic signals pose 
further challenges such as long system lifetime and compli-
cated software upgrade procedures. Consequently, ensuring 
that there will not be any opportunities for attack during the 
lifetime of a system is practically impossible, and we must 
consider the impact of successful attacks.

Due to hardware based fail-safes, compromising a traffic 
signal does not typically enable an attacker to switch the sig-
nal into an unsafe configuration, which could lead to traffic 

accidents. However, compromising a signal does enable 
tampering with its schedule, which allows an attacker to 
cause disastrous traffic congestions. In order to increase the 
resilience of transportation networks to tampering attacks, 
we must first be able to assess how vulnerable a given net-
work is, that is, we must be able to estimate the potential 
impact of tampering attacks. Since this impact depends on 
the transportation network, the configuration of the uncom-
promised signals, as well as the traffic in a nontrivial way, 
vulnerability assessment is a challenging problem.

We propose an approach for evaluating the vulnerabil-
ity of a transportation network to traffic signal tampering 
attacks. We develop a system and an attack model and we 
formulate the problem of finding worst-case tampering 
attacks. The problem of finding the worst case attack is 
computationally challenging, and we introduce an efficient 
heuristic algorithm for practical application. The theoreti-
cal approach is based on Daganzo’s cell transmission model 
[63], a widely used macroscopic traffic model. Details of our 
approach can be found in [64]. Here, in contrast, we use the 
microscopic traffic model provided by SUMO and we utilize 
the SURE platform to evaluate the approach by computing 
the effect of the attack in the total travel time under vari-
ous traffic conditions. Note that although we present results 
only for the worst case attack given the attack model, the 
SURE platform allows similar analysis to be performed for 
other attacks specified by the user.

1) System Model: We first introduce the traffic and 
attacker models used by our approach and then formal-
ize how to quantify the vulnerability of a transportation 
network.

a) Traffic model: We let the set of intersections in the 
transportation network denoted by ​​. For each intersection ​
s  ∈  ​, we let ​​Γ​​ −1​ (s)​ denote the set of incoming roads. For a 
given incoming road ​k  ∈ ​ Γ​​ −1​ (s)​, we let ​​p​ks​​​ denote the frac-
tion of time that vehicles arriving from this road are allowed 
to pass through the intersection, which is determined by 
the schedule of the traffic signal. The resulting traffic flows 
can be determined by a microscopic (e.g., SUMO) or mac-
roscopic traffic model (e.g., Daganzo’s cell transmission 
model [63]).

b) Attacker model: Next, we introduce the attacker 
model which defines the attacker’s action space and goal. 
We model attackers who can compromise some of the traffic 
signals and tamper with their configuration (i.e., schedule), 
thereby dramatically increasing the total travel time.

Action Space: The attacker’s strategic choice is to select: 
1) a set of traffic signals to compromise; and 2) a new sched-
ule for each one of the compromised signals. We assume 
that the attacker is resource bounded, which means that it 
can compromise at most ​B​ intersections at the same time. 
Further, we assume that hardware-based fail-safe prevents 
the attacker from selecting an invalid schedule, such as set-
ting both lights to green for two intersecting directions.

Fig. 13. Cyber communication network modeling in SURE.
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Goal: We assume a worst-case attacker whose goal is to 
minimize the network’s utility, that is, to maximize the total 
travel time. For a given attack  (i.e., selection and recon-
figuration of signals at most ​B​ intersections), let us denote 
by ​T()​ the total travel time computed from the traffic 
model for the attacked network. Then, we can express the 
problem of finding a worst case attack as 

	​​ max​ 


​ ​  T().​� (1)

c) Vulnerability metric: We can define the vulnerability of 
a transportation network to traffic signal tampering attacks 
in an intuitive way as 

	​​ 
T() − T

 ______ T ​​�  (2)

where ​​ is the worst case attack given by our attacker model 
and ​T​ is the total travel time of the network with the default 
configurations of the traffic signals.

2) Heuristic Algorithm: To quantify the vulnerability of a 
transportation network, we have to find a worst case tam-
pering attack. This problem is computationally challenging 
since the number of different attacks to choose from grows 
exponentially with the size of the problem instance. Indeed, 
we have shown that finding a worst case attack is an NP-hard 
problem if we use Daganzo’s cell transmission model as the 
traffic model [64]. Consequently, we introduce an efficient 
heuristic algorithm (see Algorithm 1) for finding near worst 
case attacks in practice.

Algorithm 1 Polynomial-Time Heuristic Algorithm 
for Finding an Attack

​ ← ∅​

for ​b = 1, …, B​ do

    for ​s ∈ ​ do

        for ​k ∈ ​Γ​​ −1​ (s)​ do
            ​​ ′ ​ ←  + ​(s,​{​​p ̂ ​​ks​​ = 1, ∀j ≠ k : ​​p ̂ ​​js​​ = 0}​)​​
            if ​T(​ ′ ​) ≥ T( ​​​ *​ )​ then
                ​​​​ *​ ← ​ ′ ​​
            end if

        end for

    end for

    ​ ← ​​​ *​​
end for

Output ​​

3) Simulation Results: We evaluate our approach using 
the SURE platform. We select five major intersections 
around the Vanderbilt campus as possible targets ​​ for an 
attack (marked by red disks in Fig. 14). We consider four 
traffic demand patterns: morning commute, midday traffic, 
afternoon commute, and nighttime traffic. The schedules of 
the traffic signals are selected to minimize travel time with-
out an attack.

a) Varying traffic conditions: Fig. 15 shows the travel 
times with heuristic attack and without attack for various 
traffic scenarios. In this experiment, we fix the attacker’s 
budget to ​B  =  3​. The figure shows that the vulnerability 
of the transportation network varies between 51% (midday 
scenario) and 92% (morning scenario).

b) Varying attacker budget: Fig. 16 shows the travel times 
resulting from attacks found by the heuristic algorithm and 
by exhaustive search in the afternoon traffic scenario. The 
figure shows that the heuristic algorithm performs excep-
tionally well, the difference being less than 0.8% to the 
exhaustive search in terms of the resulting travel time.

B. Resilient Sensor Selection for Traffic Forecasting

The ability to control any system hinges on having accu-
rate information about its evolving state, obtained through 
persistent system monitoring. In many applications, such 
as transportation networks, the system to be monitored 
can extend over a large area, with many possible points of 

Fig. 14. Vulnerability analysis scenario; possible targets for an 
attack are marked by red disks.

Fig. 15. Travel times with heuristic attack and without attack for 
various traffic scenarios in the vulnerability analysis case study.
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observation. Although these areas can be very large, the num-
ber of sensors that can be deployed is limited by financial 
and/or technological constraints. Consequently, we are faced 
with a problem of finding locations for placing a limited num-
ber of sensors so as to minimize our posterior uncertainty 
about the quantities being monitored. Due to its importance, 
this problem of sensor placement (or, more generally, obser-
vation/feature selection) and associated predictions about 
unobserved state variables has received considerable atten-
tion particularly when variables of interest are modeled using 
a Gaussian process regression [65]. For example, Gaussian 
process regression models have been successfully applied to 
a wide range of problems, such as traffic volume forecasting 
[66], [67], wind power forecasting [68], estimation of water 
chlorophyll concentration [69], and spectrum sensing [70].

We introduce an approach for selecting the locations of 
sensor devices so that placement is resilient to DoS attacks 
that aim to degrade prediction accuracy. The approach is 
presented in detail in [71] where it is evaluated using a sin-
gle data set of real-world traffic measurements. In contrast, 
in this paper, we performed multiple controlled simula-
tion experiments and analyze the approach using various 
traffic conditions in the Vanderbilt campus transportation 
network. First, we use the SURE platform to estimate the 
parameters of a Gaussian process based regression model. 
Since finding an optimal selection for the sensors is an 
NP-hard problem, we propose a heuristic algorithm, which 
we show to be efficient using numerical results. The experi-
ments using the SURE platform are valuable to evaluate how 
resilient is the sensor selection approach for traffic forecast-
ing under different conditions.

1) System Model: We first introduce our sensor place-
ment, prediction, and attacker models, and then formulate 
the problem of resilient sensor location selection.

a) Sensor and prediction model: We assume that a set ​​ of 
possible sensor locations is given, and a designer can place 
at most ​N​ sensors at a set ​  ⊂  ​ of locations. The designer 
uses the observations of the deployed sensors to predict a 
value using Gaussian process based regression.1 For exam-
ple, traffic measurements obtained from induction-loop 
sensors can be used to predict traffic situation at unobserved 
locations or in a future time. Given observed values ​​x​​​​ at 
set ​​, the predicted value is a random variable—called the 
predictor variable—​Y​, which follows a Gaussian distribution ​
​(​μ​ Y|​​ , ​σ​ Y|​ 2 ​ )​​ with 

	​​​​ μ​ Y|​​  = ​ μ​ Y​​ + ​∑ Y​​ ​ ​  ​∑ ​ −1 ​ ​(​x​​​ − ​μ​ ​​)​� (3)​​​

	​​ σ​ Y|​ 2 ​   = ​ σ​ Y​ 2​ − ​∑ Y​​ ​ ​  ​∑ ​ −1 ​ ​∑ Y​ ​ ​   ​​​​� (4)

where ​Σ​ is the (prior) covariance matrix of all the vari-
ables, while ​​μ​ Y​​​ and ​​μ​ ​​​ are the (prior) means of the vari-
ables. These prior values are obtained using the SURE 
platform by running a large number of simulations, record-
ing what sensors would observe at each location ​​, and 
then computing the mean and covariance values from these 
observations.

b) Attacker model: Next, we introduce our model of 
DoS attacks against sensors. We assume that the attacker 
is resource bounded, so it can remove at most ​K​ of the sen-
sors deployed by the designer. In practice, removing a sen-
sor can model all forms of DoS type attacks, such as physical 
destruction, wireless jamming, or battery exhaustion. We 
also assume that the attacker is malicious in the sense that it 
will select a set of sensors to remove that will minimize the 
accuracy of prediction.

c) Problem formulation: We quantify the accuracy of pre-
dicting ​Y​ using the posterior variance ​​σ​ Y|​ 2 ​​  (i.e., the lower 
the variance, the more accurate the prediction is). Then, the 
resilient sensor location selection problem can be formu-
lated as an attacker–defender game defined as 

	​​  argmin​ 
⊆:||=N

​​​(​max​⊆:||=K​​ ​σ​ Y|(  ⃥)​ 
2 ​ )​​.​� (5)

Note that the designer (traffic engineer) first selects a 
set of sensor locations to minimize variance, and then the 
attacker removes a set of sensors to maximize the variance.

2) Heuristic Algorithm: The SURE platform allows blue 
and red teams to play the game and evaluate the resilience 
of sensor selection under arbitrary strategies. In the follow-
ing, we focus on strategies that optimize the attacker and 
defender utilities respectively. The resilient sensor location 
selection problem is NP-hard [71], so we cannot hope to 
solve it in polynomial time. Consequently, we introduce an 
efficient heuristic algorithm (see Algorithm 2) for finding 
near-optimal selection in practice.

1Note that our approach can be generalized to predicting multiple 
values in a straightforward way, but we limit our discussion to a single 
value for ease of presentation.

Fig. 16. Travel times resulting from attacks found by the heuristic 
algorithm and by exhaustive search in the afternoon scenario of the 
vulnerability analysis case study.
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Algorithm 2 Polynomial-Time Heuristic Algorithm 
for Resilient Sensor Location Selection

​ ← ∅​

while ​|| < K + 1​ do

   ​​X​​ *​ ∈ ​argmin​  
X∈(∖)

​ ​ ​ σ​ Y|X​ 
2  ​​

   ​ ←  ∪ {​X​​ *​}​
end while

while ​|| < N​ do

   ​​X​​ *​ ∈ ​argmin​  
X∈(∖)

​ ​ ​​  max​  
∈(∪{X}):||=K

​​ ​
 

​​ ​σ​ Y|((∪{X})∖)​   
2  ​​

   ​ ←  ∪ { ​X​​ *​ }​
end while

return 

​​

3) Simulation Results: We place traffic flow sensors 
around the Vanderbilt University campus in our simula-
tion testbed, and evaluate the accuracy of a traffic predictor 
under various attack scenarios. First, we place eleven sensors 
at various locations, and we train a Gaussian process model 
for predicting traffic flow at another, unobserved location.

Then, we let an attacker disable some of these sensors, we 
simulate the traffic flow, and plot the real and predicted traf-
fic flow values, as well as the 95% prediction limits.

Fig. 17 shows the real (solid blue line) and predicted 
traffic values (dashed red line), as well as the 95% pre-
diction limits (dotted line) as functions of time in vari-
ous attack scenarios. First, Fig. 17(a) shows a baseline 
scenario without an attack. In this case, all sensors are 
working correctly, and the root-mean-square error (i.e., 
variance) of the prediction is only 10.54. Fig. 17(b) and 
(c) shows attacks increasing in size, disabling six and nine 
sensors, respectively. These results show that the predic-
tor can withstand even attacks that disable a majority of 
the sensors, as the prediction error values remain low, 
12.59 and 12.67, respectively. Finally, Fig. 17(d) shows a 
devastating attack that disables all but one sensors. The 
plot shows that this attack can effectively cripple the 
predictor, which is confirmed by the significantly higher 
prediction error value of 20.01. These figures are shown 
to the SURE user using the web-based interface allowing 
easy and effective analysis.

Fig. 17. Traffic flow prediction with various attack sizes: (a) Without attack; (b) 6 Sensors disabled; (c) 9 Sensors disabled;  
(d) 10 Sensors disabled.
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C. Resilient Traffic Signal Control

Management of traffic lights in urban transportation net-
works is a major challenge in modern traffic systems [72]. A 
common goal is to minimize congestion. Much prior work 
has now demonstrated that allowing for dynamic real-time 
control (as compared to fixed-time control) can significantly 
improve performance of optimized traffic light controllers 
[73]–[75]. A number of methods to perform optimization of 
closed-loop control systems have been proposed, where sen-
sor measurements are used to dynamically adjust the timing 
of traffic light green-red cycles [76]–[79].

Although adaptive, state-aware strategies can offer tre-
mendous gains in traffic control efficiency, they expose an 
attack surface that can be exploited to substantially increase 
congestion. For example, a common kind of adaptive con-
trol logic utilizes vehicle queue lengths in each direction, 
with light switching between red and green as a function of 
relative queue lengths. While such feedback-based switch-
ing can significantly increase efficiency, it also exposes a 
vulnerability of controllers to attacks on sensors from which 
queue length information is derived. An additional consid-
eration which is crucial in modern transportation networks 
is that traffic lights on the network are often managed by 
multiple actors (e.g., municipalities).

We demonstrate how the SURE platform can be suc-
cessfully used to systematically and efficiently explore these 
challenges in multi-intersection closed-loop traffic light 
control, where 1) traffic light controllers take into account 
relative queue lengths to determine red-green state of the 
traffic lights at an intersection; 2) controllers for all lights 
must be designed to work jointly so as to optimize overall 
traffic network performance; 3) sensors feeding data into 
the controllers are vulnerable to DoS attacks; and 4) inter-
sections can be partitioned among a set of players, with own 
goals pertaining to congestion within their local municipal 
region, which are in general misaligned with global inter-
ests of the entire traffic network. Details of the theoretical 
approach can be found in [80].

To fully analyze this model using simulations, we need 
to explore varying configurations, such as alternative attack 
models and traffic patterns. In addition, it is crucial to 
explore these problems with a human in the loop to enable 
interactive configuration and vulnerability analysis. The 
SURE platform proves an ideal framework for such analysis.

1) Traffic Network and Controller Model: We introduce 
the control logic used in the paper and define the metrics to 
measure the efficiency of a transportation system.

Formally, a feedback traffic light controller has a pre-
defined phase sequence ​( ​p​0​​ , …, ​p​n​​)​. For each phase ​​p​i​​​, ​​
m​i​​​ is the minimum interval, ​​M​i​​​ is the maximal interval, ​​q​i​​​ 
is the average queue length of the lanes related to the ​i​th 
phase, and ​​θ​ i​​​ is the threshold on the queue length of lanes 
blocked in the ​i​th phase. The control logic is depicted in 
Algorithm  3 where ​t​ denotes the current time. The con-
troller parameters we need to tune are ​Θ  =  (​Θ​0​​ , …, ​Θ​m​​)​ 

where ​​Θ​i​​  =  (​θ​ 0​​ , …​θ​ ​n​i​​​​)​ are the thresholds of the ​i​th inter-
section. The global objective is to maximize average speed, ​
s(Θ)​, over the entire traffic network.

Algorithm 3 Feedback Controller

 1: Current Phase ​P := ​p​ 0​​​, ​​t ′ ​: = t​, ​i := 0​.

 2: loop

 3:    ​​i​ next​​ :  = (i + 1)   mod  n​

 4:    if ​t − ​t ′ ​ > ​m​ i​​​ then
 5:        if Reach to the maximum interval, ​t − ​t ′ ​ = ​M​ i​​​
    then

 6:            Switch phase, ​P = ​p​ ​i​ next​​​​ , i = ​i​ next​​​
 7:        else if Find the congestion, ​​q​ i​​ < ​θ​ i​​ , ​q​ ​i​ next​​​​ ≥ ​θ​ ​i​ next​​​​​
    then

 8:            Switch phase, ​P = ​p​ ​i​ next​​​​ , i = ​i​ next​​​
 9:        end if

10:    end if

11: end loop

2) Game-Theoretic Approach to Resilient Closed-Loop 
Control: We investigate the consequences of DoS attacks on 
sensors, as well as the associated problem of resilient traf-
fic signal control, whereby parameters of controllers are 
designed so as to be maximally resilient to such attacks. 
We formally model this as a Stackelberg game in which 
the leader is the traffic engineer who chooses controller 
parameters for the entire network, and the follower is an 
attacker who chooses a subset of ​K​ sensors to attack. We let ​
A​ denote the set of attacker strategies, and assume that the 
attacker’s goal is to minimize average speed over the entire 
network. Let ​s(Θ, a)​ denote the average speed obtained 
when the traffic controller parameters are ​Θ​ and attack ​a​ is 
deployed (which chooses the identities of ​K​ sensors to dis-
able). A Stackelberg equilibrium of this game is a combina-
tion of strategies ​(Θ, a(Θ))​ for the leader and the follower, 
respecively, such ​a(​Θ ′ ​)  ∈  arg​ min​a∈A​​ s(​Θ ′ ​, a)​ for all ​​Θ ′ ​​, and ​
Θ  ∈  arg ​max​t​​ s(t, a(t))​.

In general, computing a Stackelberg equilibrium is com-
putationally intractable in this setting. We therefore do so 
approximately. First, we compute for any controller config-
urations ​Θ​ an approximately optimal attack ​a(Θ)​ by greedily 
choosing ​K​ sensors to attack in order of marginal impact on 
average speed. Second, we optimize controller parameters 
greedily by optimizing one parameter at a time, computing 
an approximate attack ​a​ for each prospective parameter vec-
tor, until a local optimum is reached.

We evaluate this approach using the Vanderbilt 
University campus network with five selected intersections. 
The results are shown in Fig. 18. We can make two impor-
tant observations: 1) controller parameters which are jointly 
optimized can result in a significant increase in average 
speed; and 2) explicitly building resilience into a control-
ler via a game-theoretic approach above can dramatically 
improve its resilience to attacks, while maintaining high-
quality performance when no attacks are present.
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3) Decentralized Traffic Signal Control: Transportation 
networks are large-scale interconnected systems, which typ-
ically cross municipal boundaries. An important challenge 
is to recognize that each municipal entity can, in principle, 
determine traffic network parameters toward its own spe-
cific ends. It is crucial to consider the impact of such decen-
tralized decisions on overall traffic, as well as its resilience. 
To this end, we view the traffic network as partitioned 
among a set of players ​P​, where each player ​p  ∈  P​ engi-
neers the traffic light controllers on their part of the net-
work. We denote the subset of parameters controlled by a 
player ​p​ as ​​Θ​p​​​, so that the full array of controller parameters 
is ​(​Θ​1​​, …, ​Θ​|P|​​)​. Each player is concerned with congestion, 
measured by average speed, only over their own portion of 
the network. Thus, we let ​​s​p​​ (Θ)​ denote average speed for 
the subnetwork controlled by a player ​p​. Note that since ​
s(Θ)​ is the overall average speed on the entire network, ​
s(Θ)  = ​ ∑ 

p
​ ​​α​ p​​​ ​s​p​​ (Θ)​ for some ​​α​ p​​  ≥  0​ with ​​∑ 

p
​ ​​α​ p​​​  =  1​.

In this setting, we are concerned with Nash equilibrium 
controller policies, formally defined as a vector of controller 
parameters ​Θ​ such that ​​s​p​​(​Θ​p​​, ​Θ​−p​​)  ≥ ​ s​p​​ (​Θ​​p ′ ​​​, ​Θ​−p​​)​ for all ​p​ 
and alternative controller policies ​​Θ​​p ′ ​​​​ over player ​p​’s portion 
of the network. While computing such an equilibrium is in 
general intractable, we can approximately do so using best 
response dynamics, whereby a single player optimizes its 
control parameters one at a time, while the decisions of all 
others are fixed, until a fixed point of the process is reached.

Fig. 19 illustrates this model and approach by consider-
ing the Vanderbilt University campus network partitioned 
into two regions (red and blue). The controllers in each 
region are optimized only with respect to the average speed 
on the region in which they reside; however, since con-
troller settings may impact traffic in another region, such 
interaction induces equilibrium controller parameter set-
tings, each optimal given the other. A key observation is 
that in this case the overall network average speed is not 
significantly affected by the decentralized nature of the 
problem, even though equilibrium speed in the red region 
drops, while it increases in the blue region. We also con-
sidered a variation with the same map partitioned among 
three self-interested control regions, and found there as 
well that while differences are substantial between equi-
librium and optimal controllers region by region, average 
speed over the entire network is not much affected by 
decentralization.

V II.   CONCLUSION

Theoretical foundations and empirical research for resil-
ience of CPS are extremely important since resilience can 
increase the adversary’s level of effort required to achieve 
malicious objectives. Resilient CPS design can lead to sys-
tems that are highly resistant to malicious activities and can 
prevent large disruptions.

Fig. 18. Centralized control scenario. (Top) Map with the five 
optimized intersections indicated. (Bottom) Performance of 
optimized and baseline controllers, with and without attacks.

Fig. 19. Decentralized control scenario. (Top) Map with the five 
optimized intersections indicated in two regions of Vanderbilt 
campus. (Bottom) Performance of centralized and decentralized 
equilibrium controllers.
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Our objective is to evaluate resilience of CPS in the pres-
ence of cyber attacks. The evaluation is based on attacker–
defender games using simulations of sufficient fidelity. To 
rapidly synthesize complex heterogeneous simulations, 
we have developed a modeling integration framework and 
a tool infrastructure for attack and system modeling. The 
models are used by a model-based integration framework 
for heterogeneous and distributed simulations to support 
rapid design, synthesis, and evaluation of experiments. To 
achieve these goals, we have developed the SURE platform 
and demonstrated the approach for CPS transportation sys-
tems where SURE provides the necessary domain-specific 
languages, models, model translation and simulation driver 
tools to establish a coherent experimentation framework.

The SURE platform enables in-depth experimental 
evaluation of security and resilience that is necessary 
for developing the scientific foundations and technol-
ogy of CPS. Theoretical analysis is accompanied by large 
amounts of experimental work and empirical observa-
tions use realistic CPS models and integrated simula-
tions of tightly coupled cyber and physical components. 
Additionally, the platform allows the design and execu-
tion of controlled experiments of large-scale CPS by 
configuring the system and attack models. The platform 
enables measurement of adversary level of effort and 
potential gain, and therefore, such methods can be used 
for CPS engineering that aims at minimizing potential 
damage of cyber attacks.� 
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