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Abstract Many distributed real-time systems face the challenge of dynamically
maximizing system utility and meeting stringent resource constraints in response to
fluctuations in system workload. Thus, online adaptation must be adopted in face of
workload changes in such systems. We present the MultiParametric Rate Adaptation
(MPRA) algorithm for discrete rate adaptation in distributed real-time systems with
end-to-end tasks. The key novelty and advantage of MPRA is that it can efficiently
produce optimal solutions in response to workload variations caused by dynamic task
arrivals and departures. Through offline preprocessing MPRA transforms an NP-hard
utility optimization problem to the evaluation of a piecewise linear function of the
CPU utilization. At run time MPRA produces optimal solutions by evaluating the
function based on the CPU utilization. Analysis and simulation results show that
MPRA maximizes system utility in the presence of varying workloads, while reduc-
ing the online computation complexity to polynomial time. The advantages of MPRA
have been validated through the implementation in a real-time middleware system
and experiments on a physical testbed.
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1 Introduction

An increasing number of distributed real-time systems operate in dynamic environ-
ments where system workload may change at run time (Abdelzaher et al. 2003). A key
challenge faced by such systems is to dynamically maximize system utility subject
to resource constraints and fluctuating workload. For instance, the Supervisory Con-
trol and Data Acquisition (SCADA) system of a power grid may experience dramatic
load increase during cascading power failures and cyber attacks. Similarly, the arrival
rate of service requests in an online trading server can fluctuate dramatically. How-
ever, such systems must meet stringent resource constraints despite their fluctuating
workload. Online adaptation must be adopted to handle workload changes in such
systems.

Online adaptation introduces several important challenges in distributed real-time
systems. First, online adaptation should maximize system utility subject to multiple
resource constraints. For example, many distributed real-time systems must enforce
certain CPU utilization bounds on multiple processors in order to prevent system
crash due to CPU saturation and meet end-to-end deadlines (Wang et al. 2005b). Sec-
ond, many common adaptation strategies only support discrete options. For example,
an admission controller must make binary decisions (admission/rejection) on a task.
While task rate adaptation can allow a system to adapt at a finer granularity (But-
tazzo et al. 2002; Cervin et al. 2002; Lu et al. 2002, 2005; Koutsoukos et al. 2005;
Steere et al. 1999), many real-time applications (e.g., avionics (Abdelzaher et al.
2000) and Multiple Bit-Rate Video) can only run at a discrete set of predefined rates.
Unfortunately, utility optimization problems with discrete options are NP-hard (Lee
et al. 1999b). Furthermore, despite the difficulty of such problems, a real-time sys-
tem must adapt to dynamic workload changes quickly, which requires optimization
algorithms to be highly efficient at run time.

Existing approaches to utility optimization in real-time systems can be divided into
two categories: optimal solutions and efficient heuristics. Approaches based on inte-
ger programming or dynamic programming have been proposed to optimize utility
(Lee et al. 1999a, 1999b). While these approaches produce optimal solutions, they are
computationally expensive and cannot be used online. On the other hand, a number of
efficient heuristics have been proposed for online adaptation (Rajkumar et al. 1998;
Lee et al. 1999b; Abdelzaher et al. 2000; Lee et al. 2004). However, these algorithms
can only produce suboptimal solutions in terms of system utility.

To overcome the limitations of existing approaches, we present the MultiPara-
metric Rate Adaptation (MPRA) algorithm for online adaptation in real-time sys-
tems. MPRA employs admission control or task rate adaptation as the online adap-
tation mechanism, which is supported by a broad range of real-time applications,
such as digital control (Cervin et al. 2002), video streaming, and avionics (Ab-
delzaher et al. 2000). While several rate adaptation algorithms (Lu et al. 2005;
Wang et al. 2005a; Koutsoukos et al. 2005; Abdelzaher et al. 2000) have been
proposed for distributed real-time systems, some of them (Koutsoukos et al. 2005;
Abdelzaher et al. 2000) are heuristics-based suboptimal solutions, while others can
only deal with continuous rates. Unfortunately, many real-time applications can only
support a finite set of discrete rates. For example, in a sensor-to-weapon shooter sys-
tem, changing the task rates implies changing the rate at which sensed imagery data
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are published. Setting the task rates to any value within a range is not practical since
the hardware that senses the data may not have a high-resolution timer needed to
precisely program the tasks. In a fully-automated flight control system, each flight
task only accept a spectrum of Quality-of-Service (QoS) levels with each level asso-
ciated to a concrete task rate (Abdelzaher et al. 2000). Some multimedia applications
(e.g., Multi Bit Rate video) also only support a few predefined rates. Due to its com-
putational complexity, optimal discrete rate adaptation is particularly challenging in
distributed real-time systems which requires fast adaptation in response to workload
changes. To meet this challenge, MPRA is designed to handle a common class of
end-to-end tasks that may only execute at a discrete set of rates on multiple proces-
sors. Online adaptation in such systems represents a particularly challenging problem
as it is NP-hard (as discussed in Sect. 3).

The key novelty and advantage of our approach is that it can efficiently produce
optimal solutions online in face of dynamic task arrivals and departures. The MPRA
algorithm is based on multiparametric mixed-integer linear programming (mp-MILP)
(Acevedo and Pistikopoulos 1999). Through offline preprocessing MPRA transforms
an NP-hard utility optimization problem to the evaluation of a piecewise linear func-
tion of the CPU utilization. At run time MPRA produces optimal solutions by eval-
uating the function based on the workload variation. Specifically, the primary contri-
butions of this paper are four-fold:

– We present MPRA, a novel algorithm for discrete rate adaptation in distributed
real-time systems with end-to-end tasks;

– We provide analysis that proves that our algorithm produces optimal system utility
in face of workload changes with the online rate adaptation running in polynomial
time;

– We present simulation results that demonstrate that MPRA maximizes system util-
ity in the presence of dynamic task arrivals, with the online execution time compa-
rable to efficient suboptimal heuristics and two orders of magnitude lower than a
representative optimal solver.

– We integrate our algorithm with the FC-ORB real-time middleware (Wang et al.
2005b) and report empirical results on an experimental testbed.

The rest of the paper is organized as follows. Section 2 discusses related work. Sec-
tion 3 formalizes the optimization problem addressed in this paper. Section 4 presents
the design and analysis of our algorithm. Section 5 provides simulation results. Sec-
tion 6 introduces the implementation of the algorithm in a real-time middleware sys-
tem and presents empirical results. Finally, Sect. 7 concludes this paper.

2 Related work

Several projects investigated the problem of maximizing system utility in real-time
systems. Rajkumar et al. proposed the QoS-based Resource Allocation Model (Q-
RAM) (Rajkumar et al. 1997) for utility optimization in distributed real-time sys-
tems. Lee et al. presented several optimal algorithms for the Q-RAM model based
on integer programming and dynamic programming (Lee et al. 1999a, 1999b). These
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approaches are computationally expensive and unsuitable for online adaptation in
real-time systems. To improve the efficiency of the solutions, the authors also pro-
posed several efficient heuristic algorithms that can only produce suboptimal so-
lutions (Rajkumar et al. 1998; Lee et al. 1999a, 1999b; Lee and Siewiorek 1998;
Ghosh et al. 2003). Specifically, they presented heuristic algorithms with bounded
approximation ratio for the single-resource case (Lee et al. 1999a; Lee and Siewiorek
1998). However, the heuristic algorithms for multi-resource problems do not have
analytical bounds on the approximation ratio (Lee and Siewiorek 1998). Note that
the multi-resource case is common in distributed real-time systems in which each
processor is a separate resource.

Several middleware systems have been developed to improve system utility by
dynamically adjusting the QoS levels of applications. The authors in Tokuda and
Kitayama (1994), Brandt et al. (1998), Brandt and Nutt (2002) have developed mid-
dleware solutions that support mediating application resource usage using applica-
tion QoS levels for single processor systems. Abdelzaher et al. developed a QoS-
negotiation model and incorporated it into an example real-time middleware service,
called RTPOOL, in Abdelzaher et al. (2000). However, all the above middleware
systems employ heuristic algorithms that cannot produce optimal solutions.

Recently, Lee et al. introduced a method called service class configuration to ad-
dress the online adaptation problem with dynamic arrival and departure of tasks in
surveillance radar systems (Lee et al. 2004). This method avoids running optimiza-
tion procedures at run time by designing a set of service classes offline, which will be
used adaptively depending on the system state. While service classes can effectively
improve the efficiency of online adaptation, it cannot produce optimal solutions. In
contrast, MPRA can produce optimal solutions with efficient online execution.

Several task rate adaptation algorithms have been proposed for single-processor
(Cervin et al. 2002; Buttazzo et al. 2002; Steere et al. 1999) and distributed real-time
systems (Lu et al. 2005; Wang et al. 2005a). All the above solutions assume that task
rates can be adjusted in a continuous range. As discussed in Sect. 1, this assump-
tion does not hold in many applications that only support discrete configurations.
HySUCON (Koutsoukos et al. 2005) is a heuristic algorithm for real-time systems
that supports discrete task rates. However, it is designed for single processor systems
and cannot produce optimal solutions. There are two important differences between
our work and earlier work on rate adaptation. First, our work deals with real-time
systems with discrete task rates, while none of the aforementioned rate adaptation al-
gorithms (with the exception of Rajkumar et al. 1997) is designed to handle discrete
rates. Moreover, none of them can maximize system utility.

There are also several methods developed to handle rate adaptation for specific
applications, such as control systems, power management, security and thermal con-
trol (Wang et al. 2009; Chen et al. 2010; Fu et al. 2010a, 2010b; Lindberg and Årzén
2010). However, like those algorithms for single-processor, these methods all assume
continuously adjustable task rates, which are not supported in those applications only
with discrete task rates.

This paper is an extension to an earlier conference paper (Chen et al. 2007).
While Chen et al. (2007) only includes the theoretical design and simulations of
the algorithm, we present the implementation of the algorithm in a real distributed
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middleware system and empirical evaluation of the system on a physical testbed in
this paper. In addition, this paper presents the details of the transformation from the
end-to-end admission control problem to an mp-MILP problem as well as the cor-
responding simulation results and analysis that compare MPRA with three baseline
algorithms.

3 Problem formulation

We now formulate the discrete rate adaptation problem in distributed real-time sys-
tems.

3.1 End-to-end task model

We classify tasks in distributed real-time systems into two categories: adaptable tasks
and unadaptable tasks. Tasks that may be rejected or support multiple rates are called
adaptable tasks; tasks that must be admitted and executed at fixed rates are called
unadaptable tasks; tasks with fixed rates fall into unadaptable task category. Mission
critical tasks that must execute at fixed rates are typical unadaptable tasks.

The system is comprised of m adaptable periodic tasks {Ti |1 ≤ i ≤ m} executing
on n processors {Pi |1 ≤ i ≤ n}. Task Ti is composed of a graph of subtasks {Tij |1 ≤
j ≤ mi} that may be located on different processors. We denote the set of subtasks
of adaptable task Ti that are allocated on Pj as Sji . Due to the dependencies among
subtasks each subtask Tij of a periodic task Ti shares the same rate as Ti .1 Each task
Ti is subject to an end-to-end relative deadline related to its period τi . Each subtask
Tij has an execution time cij .

Each adaptable task only supports a set of discrete task rates for online adaptation.
A task running at a higher rate contributes a higher utility to the system at the cost
of higher utilization. We denote the set of discrete rate choices of task Ti as Ri =
{r(0)

i , . . . , r
(ki )
i } in increasing order. The set of utility options for task Ti is denoted

by Qi = {q(0)
i , . . . , q

(ki )
i } where q

(j)
i is the utility value contributed by Ti when it

is executed at rate r
(j)
i . Note that we do not make any assumption regarding the

relation between the utility of the task and the task rate. For example, a task’s utility
values do not need to be a linear or polynomial function of the task rate. MPRA can
handle arbitrary utility values assigned to discrete task rates. Task utility values for
different rates can be represented by a lookup table, which is specified by application
designers based on domain knowledge. Admission control is a special case of discrete
rate adaptation, in which each task only has two rate choices: zero when the task is
evicted and a fixed non-zero rate when task is admitted.

3.2 Discrete rate adaption problem

Before formulating the discrete rate adaptation problem, we first introduce several
notations:

1A non-greedy synchronization protocol (Sun and Liu 1996) can be used to remove release jitter of sub-
tasks.
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– R = [r1, . . . , rm] is the task rate vector where ri is the current invocation rate of
task Ti . ri ∈ Ri,1 ≤ i ≤ m.

– Qs is the system utility, i.e., the combined utility of all adaptable tasks defined
as the weighted sum of the task utilities Qs = ∑m

i=1 wiqi where qi , qi ∈ Qi , is
the current task utility of Ti and 0 ≤ wi ≤ 1, 1 ≤ i ≤ m, are weights describing
the relative importance of the tasks. Task weights are defined by the user and are
independent from other variables such as task priority. The weight represents the
importance of a task relative to the others in the system. If a task has a larger
weight, it is more beneficial to increase the utility achieved by this task. Note that
we do not consider the utility of unadaptable tasks as they must be executed at
fixed rates and hence contribute fixed utility.

– D = [d1, . . . , dn] is the workload variation vector where di is the change to the uti-
lization of the ith processor caused by dynamic arrivals or departures of unadapt-
able tasks with fixed rates. D can be calculated based on the worst case execution
times and rates of the unadaptable tasks that are assumed to be known. For exam-
ple, denote the set of unadaptable tasks that arrive as Sa and the set of unadaptable
tasks that depart as Sb. Then di = ∑

Tj ∈Sa

∑
Tjl∈Sij

cj lrj − ∑
Tj ∈Sb

∑
Tjl∈Sij

cj lrj

where Sij is the set of subtasks of Tj that run on processor Pi , cjl is the worst-case
execution time of subtask Tjl , and rj is the current rate of Tj .

– U = [u1, . . . , un] is the CPU utilization vector where ui represents the utilization
of the ith processor, i.e., the average fraction of time when the ith processor is
not idle. Note that ui includes the utilizations of both adaptable and unadaptable
tasks, i.e., ui = di + ∑

1≤j≤m

∑
Tjl∈Sij

cj lrj .
– B = [b1, . . . , bn] is the utilization bound vector where bi is the utilization bound

of the ith processor specified by user.

The discrete rate adaptation problem can be formulated as a constrained optimiza-
tion problem. The goal is to maximize the system utility by selecting the rates of
adaptable tasks in response to workload changes when unadaptable tasks dynami-
cally arrive or depart, i.e.

max
R

m∑

i=1

wiqi (1)

subject to

ri ∈ Ri, 1 ≤ i ≤ m (2)

U ≤ B (3)

The constraint (2) indicates that each task can only be configured with predefined
rates. The utilization constraint (3) is used to enforce certain CPU utilization bounds
on multiple processors in order to meet the following two goals:

– Meeting end-to-end deadlines. Real-time tasks must meet their end-to-end dead-
lines in distributed real-time systems. In the end-to-end scheduling approach (Sun
and Liu 1996), the deadline of an end-to-end task is divided into subdeadlines
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of its subtasks, and the problem of meeting the end-to-end deadline is trans-
formed to the problem of meeting the subdeadline of each subtask. A well-
known approach for meeting the subdeadlines on a processor is by enforcing the
schedulable utilization bound (Liu and Layland 1973; Lehoczky 1990). The sub-
deadlines of all the subtasks on a processor are guaranteed if the utilization of
the processor remains below its schedulable utilization bound. To meet end-to-
end deadlines, the utilization set point of each processor is set to a value be-
low its schedulable utilization bound. We can apply various subdeadline assign-
ment algorithms (Kao and Garcia-Molina 1997; Natale and Stankovic 1994) and
schedulable utilization bounds for different task models (Liu and Layland 1973;
Lehoczky 1990) presented in the literature.

– Overload protection. Many systems must avoid saturation of CPUs, which may
cause system crash or severe service degradation (Abdelzaher et al. 2002). On
COTS operating systems that support real-time priorities, high utilization by real-
time threads may cause kernel starvation (Lu et al. 2003). The utilization constraint
(3) allows a user to enforce desired utilization bounds for the processors in a dis-
tributed system. Note that overload protection is important for both real-time and
many non-real-time distributed systems.

The discrete rate adaptation problem is NP-hard as it can be easily reduced to
the 0-1 Knapsack Problem (Martello and Toth 1990). It is therefore impractical to
apply standard optimization approaches to discrete rate adaptation in distributed real-
time systems. There exist several approximation algorithms for the 0-1 Knapsack
Problem that run in polynomial time (Ibarra and Kim 1975; Sahni 1975). However,
those algorithms can only handle problems for the single-resource case and can not
be applied for multi-resource problems.

4 Design and analysis of MPRA

In this section, we present the design and analysis of MPRA. The MPRA algorithm
is based on Multiparametric programming, which is a general framework for solving
mathematical programming problems with constraints that depend on varying param-
eters (Gal and Nedoma 1972). This technique is suitable for discrete rate adaptation
problems, where the utilization constraints are related to online workload variations.
In the rest of this section, we first give a brief overview of the general framework of
multiparametric programming. Next, we transform the discrete rate adaptation prob-
lem to multiparametric programming formulation and design MPRA for optimal and
efficient rate adaptation in distributed real-time systems. Finally, we present the com-
plexity analysis of our algorithm.

4.1 Multiparametric programming

Multiparametric programming provides a systematic way to analyze the effect of
parameter changes on the optimal solution of a mathematical programming problem.
Rather than solving the optimization problem completely online, it includes an offline
and an online step. The offline algorithm partitions the space of varying parameters
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into regions. For each region, the objective and optimization variables are expressed
as linear functions of the varying parameters. For a given value of the varying param-
eter, the online algorithm computes the optimal solution by evaluating the function
for the region which includes the parameter value.

The multiparametric approach has been extended for multiparametric mixed-
integer linear programming problems (mp-MILP) (Acevedo and Pistikopoulos 1999).
The algorithm presented in Acevedo and Pistikopoulos (1999) uses a Branch and
Bound strategy to solve multi-parametric 0-1 mixed-integer linear programming
problems of the following form:

min
x

z(θ) = cx (4)

subject to

Ax ≤ b + Fθ (5)

Gθ ≤ g (6)

θ ∈ �s (7)

where the elements of the optimization vector x can be either continuous or binary
variables, and the vector θ is a vector of parameters varying in � = {θ |Gθ ≤ g;
θ ∈ �s}. The optimal solution to the problem is a set of linear functions of param-
eters where each function is corresponding to one region of the parameter space.
By combining all linear functions together the optimal solution is a piecewise affine
(PWA) function with a polyhedral partition of the following form

x(θ) = Piθ + qi, if Hiθ ≤ ki, i = 1, . . . ,Nr (8)

where the regions �i
�= {θ ∈ � : Hiθ ≤ ki}, i = 1, . . . ,Nr form a partition of the en-

tire space of varying parameters. The optimality of the mp-MILP approach is ensured
by exhaustiveness, as in any standard Branch and Bound algorithm.

We observe the mp-MILP approach is suitable for real-time systems that must
handle workload changes by switching among discrete rates. The key advantage of
the multiparametric programming is that, while the offline step may have a high time
complexity, the online step can generate optimal solutions efficiently. As a result,
the optimal solution can be computed quickly in response to workload changes. This
characteristic makes it very suitable for the discrete rate adaptation problem in dy-
namic distributed real-time systems, which require both optimal resource allocation
and fast response to workload variations. To our knowledge MPRA is the first instan-
tiation of the general multiparametric programming approach in real-time systems.

4.2 Problem transformation

The key step in the design of MPRA is to transform the discrete rate adaptation prob-
lem presented in Sect. 3.2 to an mp-MILP problem, after which the mp-MILP ap-
proach is adopted to solve the problem. We start with the transformation of the ad-
mission control problem, which is a special case of discrete rate adaptation, followed
by the general case.
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4.2.1 End-to-end admission control

In admission control, each task Ti only has two rate choices: r
(0)
i (r(0)

i = 0, i.e., Ti is

evicted) and r
(1)
i (r(1)

i > 0, i.e., Ti is admitted). We focus on admission control first
because it allows a simpler transformation than the general rate adaptation problem.
We introduce an admission vector X with m elements to represent rate choices for all
adaptable tasks such that

xi =
{

1 if Ti is admitted

0 if Ti is evicted
(9)

We introduce an n × m matrix F , where fij = ∑
Tjl∈Sij

r
(1)
j cjl , i.e., the total uti-

lization of task Tj ’s subtasks on processor Pi if Tj is admitted, and fij = 0 if no
subtask of Tj is allocated on processor Pi . The CPU utilization vector U follows
the following relationship with the workload variation vector D and the admission
vector X:

U = FX + D (10)

If we assume the task utility contributed by Ti is zero when it is evicted, i.e.,
q

(0)
i = 0, then the task utility of Ti can be obtained by q

(1)
i xi where q

(1)
i is the task

utility contributed by Ti when it is admitted. We introduce a vector Q such that
qi = wiq

(1)
i , 1 ≤ i ≤ m. Thus, the system utility can be obtained by Qs = QX. By

denoting DN = B −D, we transform this admission control problem to the following
mp-MILP problem with DN as the varying parameter:

min
X

(−QX) (11)

subject to

FX ≤ DN (12)

xi ∈ {0,1}, 1 ≤ i ≤ m (13)

The constraint (12) enforces the CPU utilization bounds specified by the user on all
processors. The constraint (13) indicates that each task supports only a set of discrete
task rates.

Fig. 1 An example workload
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Example Suppose there are two processors and three adaptable tasks in the system.
As shown in Fig. 1, T1 has only one subtask T11 on processor P1. T2 has two subtasks
T21 and T22 on processors P1 and P2, respectively. T3 has one subtask T31 allocated
to processors P2. After the problem transformation, we have

X =
⎡

⎣
x1
x2
x3

⎤

⎦ , F =
[
r
(1)
1 c11 r

(1)
2 c21 0

0 r
(1)
2 c22 r

(1)
3 c31

]

,

Q =
[
w1q

(1)
1 w2q

(1)
2 w3q

(1)
3

]
, DN =

[
b1 − d1
b2 − d2

]

.

4.2.2 Discrete rate adaption

We first introduce a rate adaptation vector X with m̄ elements, where m̄ = ∑
1≤i≤m ki

and ki is the number of non-zero rate choices of adaptable task Ti , to represent the
rate configuration of the system such that

xl =
{

1 if Ti is configured with r
(j)
i

0 otherwise
(14)

where l = ∑
1≤s<i ks + j , 1 ≤ i ≤ m, and 1 ≤ j ≤ ki . Each 0-1 element in X corre-

sponds to one non-zero rate choice of some tasks in an appropriate order. The task
rate vector R can be obtained by R = ZX, where Z is an m × m̄ matrix such that

zil =
{

r
(j)
i if

∑
1≤s<i ks < l ≤ ∑

1≤s≤i ks

0 otherwise
(15)

where 1 ≤ i ≤ m, 1 ≤ l ≤ m̄, and j = l − ∑
1≤s<i ks . Each row in Z is associated

with one adaptable task and contains the information of the non-zero rate options for
the task.

We then introduce an n × m matrix H , where hij = ∑
Tjl∈Sij

cj l , i.e., the total
execution time of task Tj ’s subtasks on processor Pi , and hij = 0 if no subtask of Tj

is allocated on processor Pi . The model that characterizes the relationship between U

and X is given by

U = HZX + D (16)

To describe the relationship between Qs and X, we introduce a vector Q̄ such
that q̄l = wiq

(j)
i where l = ∑

1≤s<i ks + j , 1 ≤ i ≤ m, and 1 ≤ j ≤ ki . Each element
in Q̄ corresponds to one non-zero rate choice of some task. Thus, the system utility is
calculated by Qs = Q̄X. By denoting DN = B − D and G = HZ, we re-formulate
the discrete rate adaptation problem as following:

min
X

(−Q̄X) (17)

subject to

GX ≤ DN (18)
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xi ∈ {0,1}, 1 ≤ i ≤ m̄ (19)
∑

∑
1≤s<i ks<j≤∑

1≤s≤i ks

xj ≤ 1, 1 ≤ i ≤ m (20)

The constraint (18) enforces desired CPU utilization bounds on all processors. The
constraint (19) requires that each task only supports a finite set of task rate choices.
For each task only one rate choice can be selected at a time, which is ensured by the
constraint (20).

Considering DN as the varying parameter vector and X as the optimization vector,
we have transformed the discrete rate adaptation problem to an mp-MILP problem.

Example We still use the example workload shown in Fig. 1 to demonstrate how to
formulate a discrete rate adaptation problem. In this example each adaptable task has
two non-zero rate options, and hence m̄ = 6. We have

X =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

x1
x2
x3
x4
x5
x6

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, Z =
⎡

⎢
⎣

r
(1)
1 r

(2)
1 0 0 0 0

0 0 r
(1)
2 r

(2)
2 0 0

0 0 0 0 r
(1)
3 r

(2)
3

⎤

⎥
⎦ ,

H =
[
c11 c21 0
0 c22 c31

]

, DN =
[
b1 − d1
b2 − d2

]

,

Q =
[
w1q

(1)
1 w1q

(2)
1 w2q

(1)
2 w2q

(2)
2 w3q

(1)
3 w3q

(2)
3

]
.

The constraint (20) can be described by
⎡

⎣
1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1

⎤

⎦X ≤
⎡

⎣
1
1
1

⎤

⎦ .

4.3 Design of MPRA

After transforming the discrete rate adaptation problem to an mp-MILP problem, we
present the MPRA algorithm that can dynamically select optimal rates for adaptable
tasks in response to workload changes such as dynamic arrival and departure of un-
adaptable tasks. As shown in Fig. 2, MPRA has both an offline part and an online
part. In the following, we present the functionality of each component in detail.

4.3.1 Offline components

The offline part of MPRA including an mp-MILP Solver and a Search Tree Generator
only executes once before the system starts running. It first invokes the mp-MILP
Solver to generate the piecewise affine (PWA) function and then calls the Search
Tree Generator to build a binary tree that represents the PWA function.
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Fig. 2 Overview of MPRA

mp-MILP Solver MPRA invokes the mp-MILP Solver to divide the n-dimensional
space of DN into multiple regions and generates the PWA function which expresses
X as a linear function of DN for each region. The mp-MILP Solver implements a
Branch and Bound algorithm that recursively fixes the 0-1 variables in X and builds
an enumeration tree to generate the PWA function. Each node in the tree corresponds
to an intermediate mp-MILP problem with all remaining 0-1 variables. The space of
DN to be considered for this intermediate problem is defined as the set of regions
found for the parent node. At each node, an mpLP problem is solved by relaxing
the 0-1 variables as continuous variables in [0,1]. The solution of a non-leaf node
is a lower bound of any integer solution to the intermediate mp-MILP problem. The
solution of a leaf node, where all 0-1 variables have been fixed, is an integer solution
of the final mp-MILP problem in a set of regions. At any level of the tree, the current
solution is compared with the upper bound to eliminate parts of the space of DN

defined for the remaining nodes. Note that the integer solution at each leaf node is
feasible (i.e., meets the utilization constraints), but may not be optimal for the final
mp-MILP problem in terms of system utility, because the regions for different leaf
nodes can overlap with each other. This is undesirable because, for some given value
of DN that belongs to the intersection of multiple regions, the online part would have
to compare the solutions in all those regions to find the optimal one. To facilitate
efficient online calculation, the Solver removes the overlap among the regions for all
leaf nodes by dividing them into non-overlapping subregions each corresponding to
the optimal solution.

Example Recall the example workload shown in Fig. 1 to demonstrate how the of-
fline part of MPRA works. For clarity of presentation we consider the admission con-
trol case, i.e., each adaptable task only has one nonzero rate choice. Task parameters
are given in Table 1. The parameter space is a 2-dimensional box, 0 ≤ DN(1) ≤ 2 and
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Table 1 Task parameter in the
example workload Tij cij r

(1)
i

q
(1)
i

ωi

T11 20 1/50 0.6 1

T21 20
1/80 1.0 1

T22 20

T31 45 1/100 0.8 1

Fig. 3 Partition of the
parameter space with the
example workload

0 ≤ DN(2) ≤ 2, for this concrete problem. The mp-MILP Solver divides the entire
space into 10 regions (see Fig. 3). Each region corresponds to one optimal integer
solution. For example, X = [1 1 0]T for region 2, i.e., for any given value of DN

in region 2, only T1 and T2 will be admitted in order to maximize the utility while
meeting the utilization constraints. We observe that all regions generated by the of-
fline part of MPRA are rectangles. This is because the coefficients of DN are identity
matrices in constraints (12) and (18).

Search tree generator The search tree generator generates a binary tree data struc-
ture that represents the PWA function generated by the mp-MILP Solver. Each node
in the tree corresponds to a polyhedron which consists of a set of regions generated
by the mp-MILP Solver. An intermediate node contains the inequality for one se-
lected hyperplane that is best for balancing the node’s left and right child in terms
of the number of linear functions. Each leaf node corresponds to one unique linear
function that can be evaluated to obtain the optimal solution for any given value of
DN that belongs to the polyhedron corresponding to this node. For a given DN the
online part only evaluates one linear inequality at each level and then selects the left
or right sub-tree to continue based on the sign. With the help of the binary tree, the
time of the online evaluation of the PWA function becomes logarithmic in the number
of regions.

We implemented the offline part of MPRA using the MPT toolbox (Kvasnica et al.
2004), which provides an mp-MILP solver (Acevedo and Pistikopoulos 1999) and a
binary tree generator (Tondel et al. 2003).
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Fig. 4 Binary tree generated from the example partition shown in Fig. 3

Example Figure 4 shows the binary tree generated by the Search Tree Generator
from the example space partition shown in Fig. 3. Each circle represents one inter-
mediate node. The value within the circle is the index of the node and the inequality
corresponding to this intermediate node appears above the node. If the inequality is
true, the right sub-tree is chosen to continue for online tree search; otherwise, the
search goes to left-subtree. Each leaf node (rectangle in Fig. 4) corresponds to one
linear function and a polyhedron in the space of varying parameters, which might
include parts of multiple regions. For any given value of varying parameters belong-
ing to this polyhedron, the corresponding linear function will be evaluated to obtain
the optimal rate configuration. One leaf node might correspond to multiple regions.
In such case, all those regions must have the same optimal solution. Consequently,
only one region number needs be stored in the leaf node. For instance, the left child
of node 4 is related to both region 9 and region 10, and region number 9 is used for
online search. The depth of the tree seen in Fig. 4 is equal to 4. With the help of
binary tree, we only need to evaluate at most 4 linear inequalities to locate the region
and obtain the optimal solution for online rate adaptation.

4.3.2 Online components

Online rate adaptation is triggered by dynamic arrival and departure of unadaptable
tasks, such as mission critical tasks with fixed rates. Online rate adaptation works as
following:

1. Trigger: The Trigger calculates D based on the execution times and rates of the
newly arrived tasks or departed tasks and sends the new value of D to the Search
Routine.

2. Search Routine: After receiving D from the Trigger, the Search Routine traverses
the binary tree to locate the region that the current value of DN belongs to, and
then passes the region number to the Evaluator.

3. Evaluator: The Evaluator computes the new value of X by evaluating the linear
function of the region located by the Search Routine. It then sends the new value
of X to Actuators.

4. Actuator: the Actuators change the task rates based on the new value of X. If the
new task rate of Ti is zero, Ti will be evicted.
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Example For the example workload defined in Fig. 1 and Table 1, suppose all 3
tasks are running and the current value of DN is [0.7 0.5]T . The Search Routine goes
through the binary tree shown in 4 and ends with region 2. The evaluator then obtains
the optimal integer solution X = [1 1 0]T corresponding to region 2 and passes it to
the actuators on P1 and P2. T1 and T2 will continue running, but T3 will be evicted
by the actuator on P2.

4.4 Complexity analysis

In this section we analyze the complexity of the MPRA algorithm. The complexity
of the offline part is exponential in the number of decision variables (Murty 1980),
which is equal to m̄ for discrete rate adaptation, where m̄ = ∑

1≤i≤m ki , m is the num-
ber of the adaptable tasks, and ki is the number of none-zero rates of task Ti . Note
that the exponential complexity is unavoidable in order to get optimal solutions due
to the fact that the discrete rate adaptation is an NP-hard problem. A key advantage
of MPRA is that it only incurs exponential complexity in the offline part which is not
time critical and can use significant computing resources. In the following, our anal-
ysis focuses on the online search routine and the evaluation of the explicit solution,
which dominate the online complexity of MPRA.

The complexity of the online search routine depends on Nr , the number of non-
overlapping regions generated by the mp-MILP Solver. We first analyze the mp-
MILP algorithm to calculate Nr . The mp-MILP Solver implements the Branch and
Bound algorithm presented in Acevedo and Pistikopoulos (1999). There will be 2m̄

leaf nodes in the enumeration tree. For each leaf node, all m̄ binary variables have
been fixed and the problem is relaxed to an mpLP problem. Based on the results in
Bemporad et al. (2002), the upper bound to the number of regions for one leaf node
is nr ≤ n + 1, where n is the number of processors.

The optimal PWA function of the mp-MILP problem is obtained by removing the
overlap among the regions for all leaf nodes. One such region can be divided into
at most 2m̄ non-overlapping regions because it can be associated with at most 2m̄

solutions. After eliminating the intersection among different regions, we get all Nr

non-overlapping regions, which represent a partition of the entire space of DN . Nr is
bounded by

Nr ≤ 2m̄ × nr × 2m̄ ≤ (n + 1)22m̄ (21)

The binary tree generated by the Search Tree Generator reduces the complexity of
online region search. For a given DN we only evaluate one linear inequality at each
level, which incurs n multiplications, n additions and 1 comparison. Traversing the
tree from the root to the bottom, we will end up with a leaf node that gives us the
optimal solution. Then we need 2m̄n arithmetic operations for the explicit solution
evaluation. According to the result in Tondel et al. (2003), the depth of the binary
tree, d , is given by

d =
⌈

lnNr

ln 1/α

⌉

≤
⌈

2m̄ ln 2 + ln (n + 1)

ln 1/α

⌉

(22)

where 0.5 ≤ α < 1. The constant α is related to how unbalance the binary tree is.
A conservative estimate of α is 2/3 based on the result in Tondel et al. (2003). So
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the worst-case number of arithmetic operations required for online search and eval-
uation is (2n + 1)d + 2m̄n. Let k = max{k1, . . . , km}. Then m̄ = ∑

1≤i≤m ki ≤ km.
Thus, MPRA has time complexity O(n log(n)) + O(mn), where m is the number of
adaptable tasks and n is the number of the processors.

The memory complexity of MPRA differs between the offline phase and the online
phase. In the offline phase the memory cost is exponential to the number of decision
variables, i.e., the set of discrete rates of all tasks. In the online phase, the system
needs to store all non-overlapping regions and the number of non-overlapping regions
is presented in (21). Given its high memory complexity (especially in the offline
phase), MPRA effectively trades memory footprint for run-time speed up. As a result
it is particularly suitable for systems where reconfiguration speed and quality is more
important than memory footprint.

5 Simulation

We have evaluated MPRA through both simulations and experiments on a distributed
testbed. We present the simulation results in this section. The empirical results will
be presented in the next section.

5.1 Simulation setup

In this section, we present simulation results for both admission control and discrete
rate adaptation. Our simulation environment is composed of an event-driven simula-
tor implemented in C++ and the online part of MPRA. The offline pre-processing of
MPRA is done in MATLAB.

In our simulation, the subtasks on each processor are scheduled by the Rate Mono-
tonic scheduling (RMS) algorithm (Liu and Layland 1973). Each task’s end-to-end
deadline is mi/ri , where mi is the number of subtasks of task Ti and ri is the current
rate of the task. The deadline of each task is evenly divided into subdeadlines for its
subtasks. The resulting subdeadline of each subtask Tij equals its period, 1/ri . Hence
we choose the schedulable utilization bound of RMS (Liu and Layland 1973) as the
utilization bound on each processor: bi = ni(21/ni − 1),1 ≤ i ≤ n, where ni is the
number of subtasks on Pi . MPRA can also be used with other scheduling policies
and their suitable utilization bounds.

We develop a workload generator to create end-to-end tasks and the workload for
each set of the experiments. In our simulation, each adaptable task has three rate op-
tions. We assume all adaptable tasks can be evicted, i.e., r

(0)
i = 0, 1 ≤ i ≤ m. r

(1)
i

of task Ti is the reciprocal of task period τi , which follows a uniform distribution
between 100 ms and 1100 ms. Each task has two non-zero rate options in the exper-
iments of discrete rate adaptation, where the ratio r

(2)
i /r

(1)
i is uniformly distributed

between 1.5 and 3. The task utility value q
(0)
i of Ti when the task is evicted is zero

and q
(1)
i at rate r

(1)
i is randomly generated using a uniform distribution between 0.5

and 2. The ratio of the utilities at different rates, q
(2)
i /q

(1)
i is uniformly distributed

between 1.5 and 3. All weights are set to 1 for simplicity in our simulation, i.e.,
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wi = 1,1 ≤ i ≤ m. The number of subtasks of each task ranges from 1 to 4 and all
subtasks are randomly allocated on all processors. The worst-case execution time cij

of subtask Tij is obtained by cij = uij τi , where uij , the utilization of Tij , is uniformly
distributed from 0.05 to 0.2.

5.2 Baselines

We compare MPRA against three existing algorithms: bintprog, amrmd1 (Lee et al.
1999b), and amrmd_dp (Ghosh et al. 2003). bintprog is a binary integer linear pro-
gramming solver provided by the commercial Optimization Toolbox of MATLAB 7.
bintprog is a representative optimization solver that can produce optimal solutions,
which is used to validate the optimality of MPRA. amrmd1 and amrmd_dp, where
amrmd stands for Approximate Multi-Resource Multi-Dimensional Algorithm, are
two representative efficient heuristic algorithms for utility optimization in real-time
systems. amrmd_dp can perform better than amrmd1 in terms of utility at the cost
of longer execution time than amrmd1. The authors also present another algorithm
called amrmd_cm to address the co-located point problem of amrmd1 in Ghosh
et al. (2003). It performs exactly the same as amrmd1 here because no co-located
points exist in the discrete rate adaptation problem. Note that amrmd1 and am-
rmd_dp may produce suboptimal solutions and do not have theoretical error bounds
as mentioned in Lee and Siewiorek (1998).

5.3 Performance metrics

In our experiments, online adaptation operations are triggered by arrivals of unadapt-
able tasks. The performance metric used throughout the simulation is utility improve-
ment, δ, which is defined by δ = (QMPRA −Qb)/Qb , where QMPRA and Qb are the
system utilities produced by MPRA and a baseline algorithm, respectively, after they
perform the online adaptation in response to the same new task arrivals.

In order to evaluate the efficiency of MPRA, we also investigate its online execu-
tion time and compare it with three baselines. The execution times are measured on
a 2.52 GHz Pentium 4 PC with 1 GB RAM. To achieve fine grained measurements,
we use the high resolution timer gethrtime provided by ACE (Center for Distributed
Object Computing 2012). This function uses an OS-specific high-resolution timer
that returns the number of clock cycles since the CPU is powered up or reset. The
gethrtime function has a low overhead and is based on a 64 bit clock cycle counter
on Pentium processors. To estimate the average computation overhead of an online
adaptation operation, we run each online execution for 100 times as a subroutine. The
result is then divided by 100 to get the execution time of a single execution.

5.4 End-to-end admission control

We randomly generated 20 workloads in the simulation of end-to-end admission con-
trol. Each workload comprises 8 end-to-end adaptable tasks executing on 4 proces-
sors. In the following, we present a set of experiments to evaluate the performance of
the four algorithms in the presence of arrivals of unadaptable tasks, which are mission
critical periodic tasks that must be executed at the cost of other tasks.
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We run a set of experiments by varying the CPU utilization of the new arrival task
from 0.2 to 0.5. Four identical new tasks are activated after 250000 time units on
four processors simultaneously. Consequently, online admission control is triggered
to maximize system utility while enforcing the utilization bounds. We repeated the
same set of experiments 20 times with each run for one workload. We observe that
MPRA and bintprog always produce the same optimal rates and hence achieve the
same system utility in all the experiments. These results are consistent with the opti-
mality of MPRA. We plot the average and maximum utility improvements achieved
by MPRA over amrmd1 and amrmd_dp under different utilization variations caused
by the new tasks in Fig. 5. Each data point and the corresponding confidence interval
in Fig. 5 is calculated from all 20 utility improvement results obtained in 20 runs under
a given workload variation. As shown in Figs. 5(a, b) MPRA consistently achieves
higher system utility than both amrmd1 and amrmd_dp under different degrees of
workload variations. Moreover, as seen in Fig. 5(c) MPRA can improve the system
utility by as high as 26% and 19% over amrmd1 and amrmd_dp, respectively. Our
results demonstrate that, while state-of-the-art heuristics such as amrmd1 and am-
rmd_dp may achieve good (but suboptimal) performance on average, they may result
in significantly lower system utility in certain cases. This observation is consistent
with the fact that the heuristics do not have analytical bounds on the distance from
optimal solutions. In contrast, a fundamental benefit of MPRA is that it can always
achieve optimal system utility in face of workload variations. The analytical guar-
antee on optimal system utilities can be highly desirable to dynamic mission-critical
applications.

Figure 6 plots the average online execution times of all four algorithms. MPRA,
amrmd1, and amrmd_dp are more than two orders of magnitude faster than bint-
prog. For instance, when the new task has a utilization of 30 %, MPRA incurs an
overhead of only 100 microseconds, while bintprog needs about 100 milliseconds to
generate the same optimal rate assignments. The results show that MPRA can provide
optimal admission control for end-to-end tasks with comparable online overhead as
efficient suboptimal heuristics.

5.5 Discrete rate adaptation

In the simulation of discrete rate adaptation each workload includes 6 end-to-end
adaptable tasks executing on 4 processors. The results are based on 20 randomly
generated workloads.

We use a similar set of experiments as that presented in the previous section to in-
vestigate the performance of the four algorithms when applied for discrete rate adap-
tation. Each adaptable task has three rate choices. We intentionally choose a small
set of rate choices for each adaptable task in order to stress-test MPRA’s capability
to support discrete rate options. The fewer rates per task, the more significantly does
the problem deviate from the continuous case. In our simulation, all tasks are running
at the lower rate at the beginning.

In this set of experiments, to generate workload variations, an unadaptable task
arrives at each of the four processors simultaneously at 250000 time unit. When new
tasks arrive, rate adaptation is triggered to enforce the desired utilization bound and
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Fig. 5 Admission control:
utility improvement over
heuristics

maximize system utility. Figure 7 plots the utility improvements achieved by MPRA
over amrmd1 and amrmd_dp as the utilization of the new task increases from 0.2
to 0.5 in different runs. Similar to results for admission control, MPRA consistently
achieves same utilities as bintprog and outperforms both amrmd1 and amrmd_dp
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Fig. 6 Admission control:
online overhead

in terms of system utility. MPRA achieves as high as 35 % utility improvement over
both amrmd1 and amrmd_dp.

The average execution-times of the four approaches when applied for discrete rate
adaptation are shown in Fig. 8. MPRA’s online overhead is more than two orders of
magnitude lower than that of bintprog while generating the same optimal solutions.
MPRA remains comparable to amrmd1 and amrmd_dp in terms of online overhead.
As shown in Fig. 8, the overhead introduced by MPRA is about 100 microseconds,
which is negligible when compared to both (i) the time scale of deadlines and periods
of end-to-end tasks in many distributed real-time systems and (ii) the overhead of
more than 20 milliseconds incurred by adjusting task rates on middleware systems
(Wang et al. 2007).

6 Empirical evaluation

In this section, we introduce the implementation of MPRA in a real-time middleware
system and present the empirical results.

6.1 Middleware implementation

MPRA has been integrated into the FC-ORB middleware (Wang et al. 2005b). The
middleware architecture with the extension of MPRA is shown in Fig. 9.

We first give a brief overview of FC-ORB middleware. FC-ORB implements an
end-to-end real-time Object Request Broker (ORB) service that supports end-to-end
real-time tasks. Each subtask is executed by a separate thread. The first subtask of a
task is associated with a periodic timer. The timer periodically triggers a local opera-
tion (e.g., a method of an object) which implements the functionality of this subtask.
Following the execution of this operation, a one-way remote operation request is
pushed through a TCP connection to the succeeding subtask that might be located
on another processor. FC-ORB implements the release guard protocol with a FIFO
waiting queue and one-shot ACE timers. Upon receiving a remote operation request,
a subtask compares the current time with the last invocation time of this operation.
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Fig. 7 Rate adaptation: utility
improvement over heuristics

Based on the release guard rules (Sun and Liu 1996), the subtask either immediately
invokes the requested operation or enqueues this request to the waiting queue if the
request arrives too early. When the request is enqueued, a one-shot ACE timer is
registered with the reactor to trigger the requested operation at the time that equals
the last invocation time plus the task’s period. After the one-shot timer fires and the
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Fig. 8 Rate adaptation: online
overhead

Fig. 9 Middleware architecture

enqueued request is served, a remote operation request is sent to the next subtask in
the end-to-end task chain. FC-ORB employs a priority manager on each processor
to assign priorities to local subtasks based on a real-time scheduling algorithm (e.g.,
RMS). FC-ORB also provides a rate modulator and a utilization monitor on each
processor. The rate modulator receives the new rates for the tasks with their first sub-
tasks located on the local processor, and resets the timer interval of the first subtask
of each task whose invocation rate has been changed. The utilization monitor uses
the /proc/stat file in Linux to estimate the CPU utilization during a specified time
interval.

As shown in Fig. 9, MPRA is implemented as an independent process that can
be deployed on a separate processor or on an application processor. Application pro-
cessors run FC-ORB to execute the given real-time workloads. Every application
processor in the system connects with MPRA through a TCP connection when the
system starts. We extend the rate modulator component provided by FC-ORB to sup-
port admission control. A task is effectively rejected from the system when the timer
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associated with its first subtask is stopped. The extended component is called actuator
in Fig. 9.

The MPRA algorithm is triggered by dynamic arrival and departure of unadapt-
able tasks. When such event happens, the system works as follows: (1) the actuator
on the processor hosting the first subtask of each arriving/departing task sends the
execution times and rates of the task to the trigger component of MPRA through the
TCP connections; (2) MPRA computes the new task rates and sends the new rates to
the actuators on all processors hosting adaptable tasks; (3) the actuators on processors
that host the first subtasks of adaptable tasks change the rates of the first subtasks or
cancel the periodic timers of the first subtasks if the corresponding end-to-end tasks
need to be evicted.

6.2 Empirical results

In this section, we present the results of two sets of experiments. To make the ex-
perimental results comparable with the simulations, we employed the same method
to generate the workload as one used for the simulations (see Sect. 5.1). All exper-
iments are conducted on a distributed testbed with five machines. All applications
and the ORB service run on a Linux cluster composed of four Pentium-IV machines:
Ron, Harry, Norbert, and Hermione. Ron and Hermione are 2.80 GHz, and Harry
and Norbert are 2.53 GHz. All four machines are equipped with 512 KB cache and
512 MB RAM, and run KURT Linux 2.4.22. MPRA is located on another Pentium-
IV 2.53 GHz machine with 512 KB cache and 1 G RAM. The MPRA machine runs
Windows XP Professional. The four machines in the cluster are connected via an in-
ternal switch and communicate with the MPRA machine through the departmental
100 Mbps LAN.

Since amrmd1 consistently achieved better performance and at a smaller overhead
than amrmd_dp (Figs. 5–8), we compare MPRA with only amrmd1 in experiments.
We also excluded binprog as a baseline because it always delivered the same utility
as MPRA as discussed in the simulation section.

In the first set of experiments, we compare the performance of MPRA and am-
rmd1 when applied for end-to-end admission control. An unadaptable task with uti-
lization of 0.2 is activated on each processor at 250, 500, 750, and 1000 second, re-
spectively, which triggers online admission control four times. Figure 10 plots CPU
utilizations and the system utility during a run. The CPU utilizations are collected by
the utilization monitors at a sampling period of 10 seconds. The system utility is the
sum of the utilities of all adaptable tasks only. As a result, the system utility drops
when it reduces the rates or evicts those tasks to accommodate the arrival of new un-
adaptable tasks. As seen in Figs. 10(a, b) MPRA and amrmd1 enforce the utilization
bounds on all four processors by evicting tasks in response to the workload increase.
Figure 10(c) shows that MPRA achieves higher system utility than amrmd1. For ex-
ample, after the new task arrives on Norbert at 750 second, the utility achieved by
MPRA remains 8.02 while the utility achieved by amrmd1 drops from 7.63 to 6.88.

In the second set of experiments, MPRA and amrmd1 are applied for discrete rate
adaptation. All tasks are initialized to run at their lowest rates during [0 s, 250 s]. An
unadaptable task arrives at each processor and triggers rate adaptation at 250, 500,
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Fig. 10 Admission control:
system performance under
separate task arrivals

750, and 1000 second, respectively. The CPU utilization of each unadaptable task
is 0.2. As shown in Fig. 11, both algorithms enforce the utilization bounds on all
processors in face of new task arrivals. However, MPRA generates optimal rates that
result in higher system utilities than amrmd1 in response to new task arrivals.
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Fig. 11 Rate adaptation:
system performance under
separate task arrivals

7 Conclusions

We have developed the MPRA algorithm for optimal and efficient discrete rate adap-
tation in distributed real-time systems. We first transform the discrete rate adapta-
tion problem to an mp-MILP problem. We then present the design and complexity
analysis which prove that MPRA can have polynomial online complexity through
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offline preprocessing. Simulation results demonstrate that MPRA maximizes the sys-
tem utility in face of workload variations, with the online execution time more than
two orders of magnitude lower than a representative optimization solver. Moreover, it
consistently outperforms efficient heuristics in terms of system utility at comparable
online overhead. The advantages of MPRA have also been demonstrated through its
implementation on the FC-ORB middleware and experiments on a distributed testbed.

While we focus on admission control and discrete rate adaptation in this paper,
the multiparametric approach may be applicable to a broad range of adaptive systems
with discrete configurations such as task reallocation or dynamic voltage scaling.
MPRA can potentially be integrated with feedback utilization control approaches
specifically designed to handle varying task execution times. The multi-parametric
programming framework can be employed to implement efficient online solutions to
Model Predictive Control (MPC), the control approach adopted by existing feedback
utilization algorithms such as EUCON (Lu et al. 2005).
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