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Dynamical models are essential for model-based control methodologies which allow smart buildings to operate autonomously
in an energy and cost efficient manner. However, buildings have complex thermal dynamics which are affected externally by the
environment and internally by thermal loads such as equipment and occupancy. Moreover, the physical parameters of buildings may
change over time as the buildings age or due to changes in the buildings’ configuration or structure. In this paper, we introduce an
online model learning methodology to identify a nonparametric dynamical model for buildings when the thermalload is latent (i.e.,
the thermal load cannot be measured). The proposed model is based on stochastic hybrid systems, where the discrete state describes
the level of the thermal load and the continuous dynamics represented by Gaussian processes describe the thermal dynamics of
the air temperature. We demonstrate the evaluation of the proposed model using two-zone and five-zone buildings. The data for
both experiments are generated using the EnergyPlus software. Experimental results show that the proposed model estimates the

thermal load level correctly and predicts the thermal behavior with good performance.

1. Introduction

Heating, ventilation, and air conditioning (HVAC) in build-
ings is a major source of energy consumption. Annual
reports show that it is the highest cause of energy consump-
tion in residential buildings. Moreover, HVAC along with
miscellaneous electric loads accounts for the highest two
energy consumption sources in commercial buildings [1].
Therefore, there is a high demand for developing advanced
HVAC control methodologies that can reduce the energy
consumption of HVAC units without compromising users’
comfort. Many of these advanced control methodologies are
model-based and rely on accurate thermal models [2].

Developing accurate dynamical models is a challenging
task because of the complex behavior of buildings. Thermal
dynamics of buildings are stochastic nonlinear dynamics
which are affected externally by the environment (e.g.,
ambient temperature) and internally by interactions between
adjacent thermal zones. Additionally, the thermal dynamics

of buildings behave differently based on the thermal load
(e.g., occupancy) which may not be measured. Developing
a unified parametric model for buildings is usually not
practical because thermal dynamics differ from one building
to another since each building has different construction
materials, size, layout, and location. Moreover, the model
parameters may change over time as the buildings age or due
to changes in the configuration or structure. Such challenges
can be addressed using nonparametric modeling approaches
based on online model learning.

In this paper, we introduce a novel modeling frame-
work to learn multizone data-driven dynamical models for
buildings in an online fashion. The nonparametric nature of
the model supports creating unified data-driven models for
buildings. Furthermore, we do not assume that the thermal
load can be measured, and we estimate it as a latent discrete
variable. The proposed approach incorporates the effects of
the thermal load, and as a result it increases the model
accuracy. Additionally, the online learning adapts the model
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to the time variability during the system operation. We also
include the ambient temperature prediction to incorporate
the environment effects in the model.

The main contributions of this work are as follows:

(1) We introduce a nonparametric SHS model based
on Gaussian processes which can be used to model
complex coupled discrete and continuous dynamics
required to develop data-driven models of smart
buildings.

(2) We develop an online clustering-based learning
methodology for SHS when the discrete dynamics
cannot be measured. In the proposed methodology,
we use the K-means clustering algorithm to identify
the discrete states of the system and to segment the
data into each corresponding discrete state. Then,
each segment is used to build a distinct GP model
to abstract the continuous dynamics. Learning these
distinct models is more efficient and mitigates the
computation limitations of using a single GP model
with every variable as inputs.

(3) We utilize the data-driven modeling approach to
provide an accurate thermal model for multizone
buildings when the buildings’ thermal load is latent.
We evaluate the performance, and the efficiency of the
proposed model is evaluated using datasets of two-
zone and five-zone buildings. In both experiments, we
show the model accuracy of estimating the level of the
thermal load and predicting the zone air temperature.

The organization of this paper is as follows. Section 2
presents the related work of modeling thermal dynamics and
model learning of dynamical systems using GPs. Section 3
illustrates a brief theoretical background of GPs. The pro-
posed model is defined in Section 4 along with the model
learning problem. The proposed model learning approach is
presented in Section 5. Finally, the experimental results are
discussed in Section 6 with the evaluation.

2. Related Work

2.1. Thermal Modeling of Buildings. Developing thermal
models for buildings has been investigated extensively in the
literature. Many studies proposed linear models for single-
zone buildings [3, 4], while other studies use lumped thermal
models to approximate multizone buildings as a single-
zone model [5, 6]. Although these methods are useful, they
typically result in very simple models. On the other hand,
multizone models have been investigated to identify the
thermal dynamics of each zone in multizone buildings [7-
9]. These models are more accurate and they can be used for
advanced control design (e.g., model predictive control [8]).

Most of the above-mentioned work relies on parametric
models to represent the thermal behavior of buildings.
However, parametric models require the building’s detailed
structure and/or the thermal equations to be known a
priori. Also, they typically use linear dynamics and are not
very accurate. Recently, nonparametric models have drawn
attention to construct accurate nonlinear thermal models.
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A nonparametric thermal model based on recurrent neural
network (RNN) architecture has been developed to learn
a compact thermal model for a single thermal zone [10].
Models based on RNNs are very useful to represent the
nonlinearity of thermal dynamics; however, they typically
do not consider the stochasticity in the thermal dynamics.
Moreover, these models require a large set of the training data
to learn the model with the desired quality. To mitigate these
limitations, a nonparametric probabilistic approach based
on Gaussian processes (GPs) has been developed to learn
thermal models in an online adaptive learning framework
[11]. Both the RNN and the GP models assume that the
thermal load of buildings (e.g., occupancy, heating rate from
light and equipment) can be measured and they used it
as a model input. However, this assumption may not be
valid in many real scenarios. Another modeling approach
is developed to learn the effect of the thermal load when it
cannot be measured [12]. This model is based on using a
gray box parametric model for the thermal dynamics and
combining it with a latent force model based on Gaussian
processes. The latent force model improves the parametric
model accuracy by learning the dynamical effects of the latent
thermal load.

Existing nonparametric modeling approaches for build-
ings assume that the thermal load can be measured and
used as a model input. This assumption may limit the use of
these approaches in many systems; therefore, we propose a
nonparametric SHS model for multizone buildings when the
thermal load is latent. The proposed model estimates the level
of the thermal load and learns a distinct model for each level
in order to improve the model efficiency and accuracy.

2.2. Model Learning of Dynamical Systems Using GPs. In this
paper, the proposed modeling approach is based on Gaussian
processes [13]. Gaussian processes have shown a great success
in modeling many modern systems because of their attractive
features [14]. GPs are nonparametric probabilistic models
which can express the uncertainty in the system dynamics
and the model confidence through the model predictive
variance. Furthermore, models based on GPs are very simple
since they have few hyperparameters and relatively require
small datasets to learn the model. These features allow GPs to
build efficient, robust, and adaptive dynamical models. GPs
have been used recently to develop many time-series models
for short-term and multistep forecasting [15, 16]. For instance,
GPs are used to build forecast models for the ambient
temperature and carbon intensity. These models are used to
develop an adaptive heating control algorithm that minimizes
the energy cost and carbon emissions [4]. Also, GPs are used
to develop a load forecasting model for power systems in
[17] and a short-term traffic volume prediction model with
a high performance [18]. In addition to time-series models,
GPs are used to identify state-space models with a control
input in order to support robust filtering, smoothing, and
prediction of the system state [19]. For instance, in robotics
application, GPs have been used to build a model-based
data-efficient learning framework for control policy search,
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known as PILCO. In this framework, the robot can learn
the system dynamics and the control policy efficiently in an
online fashion [20].

Gaussian processes have been used widely to model
stochastic continuous systems. However, they typically do not
consider systems with coupled discrete/continuous dynamics
(e.g., SHS). In this paper, we utilize GP models to represent
the continuous dynamics of SHS. Furthermore, we consider
systems with latent discrete dynamics. This allows us to
efficiently integrate the state-space modeling techniques for
stochastic continuous systems into the proposed data-driven
SHS modeling framework.

2.3. System Identification of SHS. Stochastic hybrid systems
(SHS) are dynamical systems that integrate continuous and
discrete dynamics. Moreover, the continuous and/or the dis-
crete dynamics exhibit a probabilistic behavior [21]. System
identification of hybrid systems (HS) has been investigated
in the literature substantially to develop system identification
methods for various classes of HS. Typically, these methods
aim to estimate the system model parameters for a given
model complexity [22]. For HS with unknown model com-
plexity, a kernel-based approach is developed to identify a
popular class of HS, known as piecewise affine systems, where
GPs are used to model the impulse response of each submodel
of the HS [23].

System identification of SHS has an additional level of
complexity because of the presence of uncertainty in the
model behavior along with the coupled continuous/discrete
dynamics. For a given model structure, many methods have
been developed to learn the model parameters (i.e., param-
eter identification) such as simulation-based approaches.
Simulation-based approaches use the simulated trajectories
to identify the model parameters based on randomized
optimization techniques such as Markov chain Monte Carlo
(MCMC) [24]. Most of these approaches assume a known
model structure with unknown parameters. However, finding
the model structure is very crucial in many complex systems.
Alternatively, online model learning with reachability analy-
sis framework based on Gaussian processes is developed to
learn nonparametric models for SHS with deterministic and
known discrete dynamics [25].

Recent nonparametric models for SHS are either lim-
ited to deterministic discrete dynamics or developed for
offline learning. In this paper, we propose a nonparametric
clustering-based modeling framework based on GPs which
utilizes sensory data to learn SHS in an online fashion.

3. Background

3.1. Gaussian Process Model. Gaussian processes (GPs) are
nonparametric probabilistic models that require only high-
level knowledge about the system behavior and use the
observed data to model the behavior of the underlying
system [13]. Generally, GPs build a Gaussian distribution over
functions, by which a function index variable is mapped to
an infinite-dimensional function space. GPs are identified
by mean and covariance functions. The mean function
represents the expected value before observing any data and

the covariance function (also called kernel) identifies the
expected correlation between the observed data. For instance,
the mean function m(x) and the covariance function k(x,x')
are defined as

mx)=E[f ()],

)
k(x, x') =F [(f (x) —m(x)) (f (x') -m (x'))] :
The function modeled by the GP can be written as
f@)~2P(mx),k(xx')). ()

We typically use a zero mean function for simplicity and
squared exponential (SE) covariance kernel for its expressive-
ness combined with a noise kernel. Therefore, the mean and
covariance functions can be expressed as

m(x) =0,
k(x,x’) =af[ exp[—% (x—x')TA_1 (x—x’)] (3)

+ ax,x’ O'Z),
where o, is the kernel signal variance, A := diag ([2,..., lzD])
is the characteristic length-scales matrix, § is the Kronecker
delta, and o, is the noise variance. The above GP model
builds a probability distribution over the functions p(f(x))
by mapping n-samples X of a continuous variable x to a vector
of random variable f with a Gaussian joint distribution, such
that

p(y) ~ ¥ (0,K(X,X)), (4)

where K is nD-by-nD covariance matrix generated by (3).

We are interested in the GP posterior distribution given
some test inputs and observations (training data). We define
the set of test inputs where we want to predict the function
value as X, . After observing data & and according to (4),
the joint distribution of the known y and the unknown y,
function values is

KX X) K(XX,
e xoon]) @
Y. K (X,,X) K(X,,X,)
Therefore, the posterior distribution p(y, | X,,X,y) is

also a conditional Gaussian distribution with a mean and a
covariance given by

Ely, Iv.XX,] =K/,
NG
var[y, | 7. X.X,] =K,, -K| (K+0.I) K,,
where K, = k(X,X,), K., = k(X,,X,), K = kX, X), and
B=(K+oDy.

The hyperparameters of the above GP model are defined
as @ = (af,lf, ... ,l]%_),aw). The training data (2 = {(x;, y;) |
i =1,...,n}) are used to identify the model hyperparameters
which best represent the training data. The learning process



can be expressed as an optimization problem, where the opti-
mal hyperparameters (©) maximize the marginal likelihood
such that

© = argmaxlogp(y | ©,9), )
e
where the marginal likelihood is given by

1 1
p(y1€.9) = —y'Ky - Slog (K|) - 7 log (2m).  (8)

Optimization algorithms based on conjugate gradients have
been developed to optimize the hyperparameters [13, 26].
Also, the popular quasi-Newton optimization method for
nonlinear functions has been used to learn the GPs’ hyper-
parameters effectively.

4. Stochastic Hybrid Systems

We introduce in this section a nonparametric stochastic
hybrid systems (SHS) model based on GPs. To formalize the
SHS model, we define @ as the set of discrete states and
denote the continuous state space by R” for each discrete
state g € @ with dimension D. The hybrid state space is
defined as & = @ x RP. For each discrete mode q € @,
its corresponding continuous dynamics evolve according to a
stochastic process modeled by a GP model. The discrete state
may also change based on a stochastic process. Furthermore,
we consider systems with two types of inputs: (1) control
input and (2) external uncontrolled input (disturbance) from
the environment. The control input usually affects the system
dynamics based on a control policy (7(S) : & — %) which
maps the hybrid state space (&) into the control input space
(%). On the other hand, the external uncontrolled input (v €
7") affects the system dynamics and represents the interaction
with the environment. Therefore, we propose to model the
external input as a time-series disturbance model (E : N —
7). The model is formalized by the following definition.

Definition 1 (nonparametric SHS). A nonparametric SHS is
defined as a tuple 7 = (@, X, Init, %, 7, A, §):

(i) @ :=1{q;,95>--->q,}> for some m € N, represents the
discrete state space.

(ii) X is a set of continuous variables in the Euclidean
space RP.

(iii) Init: B(S) — [0, 1] is an initial probability measure
on the Borel space %(S) where & = @ x RP.

(iv) % c RE, for some E € N, represents the control input
space.

) 7 c RE, for some F € N, represents the external
uncontrolled input space.

(vi) o assigns to each discrete state ¢ € @ a random
function (x,; = f,(x;, 1, i) modeled by a GP
which represents the evolution of the continuous state
given the predecessor continuous state x; € RP, a
control input 1, € %, and an external uncontrolled
input v, € 7.
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4 SHS model
Py
Py
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Control Time-series
policy model
—S(k) n(s(k)) —u(k) — —k— E(k) —v(k)—

FIGURE 1: Nonparametric SHS components and interconnections.

A graphical representation of the model is shown in
Figure 1.

The goal of model learning is to identify the discrete
state space (i.e., @ = {q;,4s ..., q,,} and the number of the
discrete states m1) and the continuous dynamics (i.e., ?9’(1(-)
for all ¢ € @) from a given dataset (). The data consists
of the continuous state, the control input, and the external
uncontrolled input. Formally, we can define the training data
as

D ={Xeve) : k=T,....T.}, 9)
where y, is the successor continuous state (i.e., Yy = Xi;1)»
X, is defined as (x, 1y, ), and [T, T,] is the time period
at which the data have been collected. For many complex
systems such as buildings, achieving the model learning
objective is a challenging task, because the sensory data do
not necessarily include information about the discrete state
explicitly. For instance, learning the level of the thermal load
in buildings is a major challenge because the thermal load
cannot be measured in many real scenarios. Moreover, the
system dynamics vary over time due to the variability of the
system parameters.

In summary, model learning of SHS encompasses the
following challenges:

(1) Identifying the discrete state space from data causes
a major challenge, because the training data may not
have explicit information about the discrete state.

(2) The hybrid dynamics add a level of complexity to the
learning algorithm because identifying the continu-
ous dynamics requires segmenting the data for each
corresponding discrete state, so that a distinct GP
model can be learned using each data segment.
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FIGURE 2: Clustering-based online model learning for SHS.

(3) As mentioned earlier, the system dynamics depend
on an external uncontrolled input v. Therefore, an
appropriate time-series model E(k) should be learned
and integrated into the SHS modeling framework.

(4) Because of the variability of the system parameters,
the learning algorithm must adapt the model to these
changes, and therefore the model learning needs to be
performed in an online fashion.

5. Online Clustering-Based Model
Learning for SHS

In this section, we present a novel online learning approach
which can be used to learn a nonparametric SHS model of
complex systems with latent discrete dynamics. Moreover,
the approach is used for online learning in order to adapt
to system changes. The proposed learning approach consists
of two phases, offline phase and online phase, as depicted in
Figure 2. In the offline phase, we initialize the SHS model by
identifying its discrete space first. We determine the number
of the discrete states heuristically using Silhouette analysis
method, and then we identify the discrete state of each data
point by clustering the data. The clustering is also used to label
and segment the training data to the corresponding discrete
states. This allows us to learn the continuous dynamics for
each discrete state using a distinct GP model. In the online
phase, we estimate the discrete state in order to determine
the GP model used to predict the continuous dynamics.
Then, we update the model accordingly. This section provides
a detailed discussion of the major steps in the proposed
approach.

5.1. Initialization (Offline Phase)

5.1.1. Feature Extraction. Feature extraction is a technique
used to transform the training data into a set of features.
A set of features (usually referred to as a feature vector)
contains the useful data needed for the clustering stage where
the irrelevant information is discarded. Feature extraction
is needed to distinctively filter the training data. Generally,
the feature vector can be computed based on time-domain
features (e.g., mean, root mean square) or frequency-domain
analysis (e.g., transfer function, Fourier transforms). In this
paper, the feature vector is computed based on time-domain
features, such as mean and rate of change, because of the
simplicity and the efficiency of these features.

5.1.2. Data Clustering for Discrete Space Identification. The
goal of data clustering is to estimate the discrete state of
each data point. Various clustering algorithms can be used to
learn the discrete state such as K-means, Gaussian mixture
model (GMM), and hierarchical clustering algorithms. The
choice of the appropriate algorithm depends on the nature
of the application and the collected data. In this section, we
describe the K-means clustering algorithm which calculates
the optimal centroids (%) for K clusters, so that € minimizes
the following potential function:

= 2

- . . 2 P,

argmin ), min|g(®) -] (10)
g(x)ey

where y € R™ is the feature matrix extracted from the

training data (2) with size n and feature dimension d, g(X) €

R? is the feature vector for the data point X € &, and € ¢

RX* represents the optimal K centroids.



The clustering-based learning approach considers the
data that lie close to each other to probably belong to the same
discrete state. However, it requires the number of clusters (i.e.,
the number of discrete states m € N) to be known a priori.
We identify the number of discrete states 7 using a heuristic
algorithm known as Silhouette analysis method [27]. The
Silhouette analysis method determines the best number of
clusters (K) which results in the best clustering consistency.
Silhouette analysis evaluates the clustering consistency for a
given K by calculating a scoring coefficient for each clustered
data point. The Silhouette scoring coefficient has a range of
[—1,1] where scores near +1 are assigned to data points that
lie far from the neighboring clusters. On the other hand,
scores near 0 are assigned to data points that lie very close
to the boundary between their cluster and a neighboring one.
Negative Silhouette scores are assigned to data points which
might have been allocated to the wrong cluster. Therefore,
clusters with a higher average Silhouette score have better
consistency than clusters with a lower average Silhouette
score. Formally, the Silhouette score s(i) for a given data point
i can be obtained using the following formula:

b@)—al(i)
max {a (i),b (i)}

where a(i) is the average distance from the data pointi and the
other points in its cluster and b(i) is the minimum, minimized
over clusters, average distance between the data point i and
other points in a different cluster.

We use Silhouette analysis method to identify the number
of discrete states, such that the average Silhouette score is
maximized:

s(i) = a1

m=K = argmaxs (i), K eG, 12)
K

where G is a finite set of potential values of m.

5.1.3. Data Segmentation and Learning GP Models for the
Continuous Dynamics. As shown in the previous subsection,
data clustering enables us to identify the discrete states
({41-92>--->q,}) and to label each data point in @ with
the corresponding discrete state. The labeled data is used to
segment the training data into m datasets:

o~ . o~ 2 o~
D, = <|(x,y)l. : q = argmin "g (%) - cq," , V(%)
q'eq
(13)
€ 9} , VYqeq,

where ¢, is the cluster centroid of the discrete mode g’
and g(X) is the feature vector of the data point X. We use
each data segment &, to learn a distinct GP model in
order to learn the continuous dynamics for the discrete
state g € @. As discussed in Section 3, learning a GP
model is an optimization process that calculates the optimal
hyperparameters ® 4 of the GP in order to maximize the log
likelihood function:

@q = arg@;naxlogp(y | G)q,@q). (14)

q
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The offline phase learns the SHS model using the initial
training dataset, and then the model is updated online
whenever a new measurement is received in order to improve
the model quality and to adapt to the variation in the
underlying system.

5.2. Prediction and Model Update (Online Phase)

5.2.1. Classification for State Estimation/Prediction. During
the system operation at each time step k, we classify the new
measured data point (X, ) to estimate the current discrete state
qy- The new data point is classified using a nearest centroid
classifier. This classifier assigns to the new data point the label
of the class with the nearest centroid. The discrete state can be
estimated:

4. = arg min lg (&) -l (15)

where ¢ is the centroid of class /.

5.2.2. Online Learning of SHS with Windowing. Online
learning is very useful in order to adapt the model to the
variability of the system parameters; however, it requires a
proper data selection method to update the training dataset.
We use a moving window method to update the model
dataset (i.e., 9, for all g € @) based on first-in-first-out
(FIFO) policy where the new data point is inserted and the
earliest one is dequeued. The dataset (.EJZq) for each discrete
state g is updated independently, and then it is used to
update its corresponding (¥%;) model and to reoptimize

its hyperparameters (@q). We also use the moving window
method to update the training dataset for the clustering (i.e.,
2), and then we update the classifier centroids accordingly.
Both the classifier centroids and the GP associated with the
current discrete mode are updated by repeating the learning
process of those models using the updated datasets.

We maintain a fixed window size for all the m datasets of
the GP models and use a different window size of the training
dataset for the clustering algorithm. The sizes of the training
datasets affect the model learning running complexity and
determine the forgetting weight of the model. Typically, there
is a trade-off between selecting large and small dataset size.
Online algorithms with large dataset size suffer from high
running complexity and they adapt the updated models to
the system variability in a slow pace (i.e., low forgetting
weight of old information). However, these algorithms can
learn models with high quality. On the other hand, online
algorithms with small dataset size have efficient running
complexity and the updated models adapt to the system
variability faster. However, these algorithms may miss useful
information from the discarded old data especially in models
with large input space. Therefore, we consider the datasets
sizes as configuration parameters because they depend on
the nature of the modeled system and the requirements
and the constraints of the system application. The updated
models adapt to the variation in the systems, so that the
model accuracy is improved and reflects the behavior of the
underlying system.
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5.2.3. Prediction of the System Response. We predict the
continuous state of the underlying system using the GP model
corresponding to the estimated discrete state (ie., ¥, ).
Hence, the predictive distribution of the continuous state can
be formalized as

P (Xt 1 %) = fo, &) ~ G2, (m(®),k(X%), (16)

where X, is the tuples (xy,uy, v;). The prediction and the
learning steps in the online phase are repeated iteratively each
time when new data measurements arrive.

The quality of the learned model is evaluated by measur-
ing the prediction performance. The prediction performance
represents the agreement between the model and the physical
process output. This comparison can be measured quantita-
tively using the root mean square error (RMSE) and the mean
relative square error (MRSE) metrics. The RMSE and MRSE
are defined as

1 N

RMSE = 1| Y e,
NS

(17)
N 2
_q1 €

MRSE = \j%

2

k=1 Vi

where y, is the process output and e, = 7, — y; is the
prediction error of the kth time step.

Multistep Prediction within a Discrete Mode. Multistep predic-
tion of the system response is required in many verification
and optimization algorithms. For the proposed SHS model,
multistep prediction can be achieved by propagating the
predictive distribution in (16) using the GP model of the
current estimated mode (i.e., £9,). However, this propaga-
tion faces a major challenge where it requires to predict the
system response at an uncertain input defined by a Gaussian
distribution (ie., p(X,) ~ 4 (u,,X,)). The GP posterior of
this predictive distribution can be obtained by

p(y.) = Hp(y* | X,) p(X,)dy.dX,. (18)

However, the posterior distribution shown in (18) is ana-
Iytically intractable [16]. To overcome this limitation, we
approximate the posterior distribution as Gaussian distribu-
tion using a linearization methodology [16, 20], where the
approximated posterior (p(y,) ~ A (yy, Zy)) can be obtained

by

u,=Ely, ln],
. 19)
2, =varly, | u,]+VE, V',

where E[y, | p,]andvar[y, | g,]is the mean and covariance
of the GP posterior calculated at the mean g, of the input
distribution as in (6) and V is defined by

0
V= My _ ,BTM_ (20)

ou, ou,

5.3. Learning Time-Series Model for the Uncontrolled Input.
As mentioned earlier, the proposed approach identifies a
time-series model E(k) for the uncontrolled input v using
single Gaussian processes model. The time-series model
is learned online and independently of the SHS model
learning algorithm. Therefore, the time-series model E(k) of
an observed time-dependent variable v, is modeled as

v =f (k) ~ 8P (m(k),K (kK')). (21)

We also use the moving window method to learn the above
time-series model online.

6. Evaluation

In this section, we evaluate the performance of the proposed
framework and its efficacy to learn thermal models for
buildings when the applied thermal load (e.g., occupancy)
cannot be measured. Thermal models are used to capture
the dynamics of the buildings’ air temperature, which are
essential for developing many advanced control method-
ologies [2]. In this case, we use the proposed SHS to
build a thermal model for buildings such that the zone
air temperature represents the model continuous state, the
HVAC heating/cooling rate represents the control input, the
ambient temperature represents the uncontrolled input, and
the thermal load represents the latent discrete state.

We evaluate the thermal model learning for (1) a two-
zone data center building and (2) a five-zone office build-
ing. The actual behaviors for both buildings are generated
using simulations based on the EnergyPlus software [28].
EnergyPlus is an open-source cross-platform building energy
simulator engine funded by the U.S. Department of Energy
(DOE) and Building Technologies Office (BTO) and man-
aged by the National Renewable Energy Laboratory (NREL).
EnergyPlus is used by engineers, architects, and researchers
for high fidelity simulation of buildings. EnergyPlus requires
two inputs: (1) the ambient temperature and the environ-
ment data and (2) the building description. The building
description defines its structure and layout, the construction
materials, the thermal zones with their dimensions and
area, the HVAC system, the control strategies, and more. It
also defines the building thermal loads with their schedules
such as occupancy, lights, and electrical equipment. These
detailed descriptions are used to construct several models
(e.g., airflow network model, pollution model, and on-site
power model) by which EnergyPlus simulates the building
behavior.

We use EnergyPlus to represent the system response
and use the data collected from EnergyPlus simulation (the
building state and the control input values) to learn and
to evaluate the proposed model learning framework. We
also use the weather data used by EnergyPlus to learn
a time-series model in order to forecast the uncontrolled
input. At each time step k, we collect the system state (the
zone air temperatures) and the control input (the applied
heating/cooling rate from the HVAC unit). The collected data
are then used to learn/update the model online as described
earlier. Moreover, we compare the model prediction against
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FIGURE 3: Block diagram of the experiment setup.

the system response (i.e., zone air temperatures for the next
time step k + 1) in order to evaluate the model learning
performance. A general block diagram of the experiment
setup is shown in Figure 3.

The proposed framework has been implemented using
MATLAB® and Statistics and Machine Learning Toolbox
Release 2016a [29]. Gaussian processes models are learned
using a quasi-Newton optimization algorithm in order to
optimize the model hyperparameters. The following sub-
sections discuss the experiment results for a two-zone data
center building and a five-zone office building.

6.1. Two-Zone Data Center Building. In this experiment, we
use a dataset of a two-zone data center building to learn and
to evaluate the building thermal model using the proposed
SHS modeling framework. This dataset is synthetic data
generated by EnergyPlus and is used to evaluate buildings’
modeling in [10]. The data center building consists of two
zones, the west zone and the east zone, as shown in Figure 4.
The dataset contains hourly data for one-year simulation.
Each data point consists of zone air temperature, ambient
temperature, thermal load heating rate from IT equipment,
lights, and electrical equipment, and HVAC unit cooling rate.
The heating rate from the building thermal load depends
on the building activities (e.g., how utilized or idle the IT
equipment is). Many models in the literature assume that the
thermal load can be measured and therefore can be used as
a model input (e.g., [10]); however, this is very expensive in
real data centers. Therefore, we consider the thermal load as
a latent discrete state of the system and we use our proposed
approach to estimate it from the measurable thermal data
(i.e., zone temperature and HVAC unit cooling rate).

To formalize the model, we define the SHS model as
follows: the continuous state (x € R?) represents the air
temperature for both zones, the discrete state g represents the
thermal load level, the uncontrolled input (v € R) represents
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FIGURE 4: Two-zone data center building.

TaBLE I: The average Silhouette scores for different numbers of
clusters.

Average Silhouette score

m
West zone East zone

2 0.70 0.55

3 0.71 0.65

4 0.62 0.60

5 0.65 0.65

the ambient temperature, and the control input (u € R)
represents the HVAC cooling rate. Therefore, the predictive
distribution of the zone air temperature can be represented
as

X1 ~ fo, (Ko tho Vi) 2 g € Q. (22)

In the offline phase of the model learning approach, we
used the first four weeks of data (i.e., 672 data points) to
initialize the model and to learn its discrete states using
the K-means clustering algorithm. Data clustering starts by
extracting the time-domain features from the data. In this
experiment, the features are the average cooling rate (i.e.,
u(k)) and the zone air temperature difference (i.e., Ax = x; —
X_;) (note that the values of these features are normalized
in order to unify their scale). Then, the number of discrete
states is estimated using the Silhouette analysis method. The
calculated average Silhouette scores of this experiment are
shown in Table 1. Based on this analysis, the number of
the discrete states is three (i.e., w1 = 3). Since the discrete
state represents the thermal load level, we identified three
thermal load levels which correspond to low, medium, and
high heat gained from the thermal loads. Figure 5 depicts the
three clusters of the training data for each zone. Finally, we
segment the data into three datasets and use them to learn
three distinct GP models for each zone.

As explained earlier, the ambient temperature is consid-
ered as an uncontrolled input, and thus a time-series GP
model is used to forecast its value for the next hour. We also
update the forecast model every hour when we receive a new
measurement. Figure 6 shows the forecasting results of the
ambient temperature for three days.

In the online phase, we predict the zone temperature for
the next hour using the learned SHS model and the pre-
dicted ambient temperature. Further, we update the training
datasets every hour when we receive a new data point using
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FIGURE 6: Prediction of ambient temperature using a time-series GP
model.

the moving window method with a size of one-week data (i.e.,
168 points). The updated datasets are then used to relearn the
corresponding models. We run the prediction/learning steps
iteratively for almost 11 months and use the results to evaluate
the proposed SHS model learning approach. The results for
the first three days of the discrete mode estimation (i.e.,
thermal load level) and the west zone temperature prediction
are shown in Figures 7 and 8, respectively. The depicted
results present the performance of the online model learning
approach to predict the continuous state accurately and to
estimate the discrete state successfully. As shown in Figure 8,
we compare the model prediction with a full GP model. The
full GP model assumes that the thermal load can be measured
and the thermal model is defined as

X1 = f (o thoo Vi It ) » (23)

TABLE 2: Performance metrics for the prediction of the zone air
temperature, with a comparison between the SHS model and the full
GP model.

West zone East zone
Full GP SHS Full GP SHS
RMSE 0.05 0.06 0.07 0.06
MRSE 0.008 0.009 0.01 0.009
Max. 0.6 1.03 0.6 0.8

where /, is the total heating rate from the thermal load. As
shown in the results, the proposed SHS model and the full
GP model have a similar performance. However, the learning
of the full GP is computationally more expensive because of
the large dimension of the input data. On the other hand, SHS
model segments the data into smaller distinct models for each
estimated level of the thermal load.

We evaluated the prediction performance of the contin-
uous state using the root mean square error (RMSE) and the
mean relative square error (MRSE) metrics, defined in (17).
The error metrics statistics for the SHS model and the full
GP model are shown in Table 2. The results show that our
SHS model predicted the zones temperature with a good
performance. Also, the performance of the SHS model is
similar to that of the full GP model which assumes that the
thermal load is known and can be measured.

To evaluate the improvement of the online learning
approach, we compared the RMSE metric for the proposed
online learned model against another offline model, which is
learned once offline only. In this experiment, we considered
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FIGURE 7: Discrete state estimation of the west zone versus the actual
total thermal load.

the changing of the building climate due to seasons changing
as an example to represent the variability in the system.
Figure 9 shows the RMSE statistics for both models calculated
for each week of the year. The results indicate that online
learning allows our model to adapt to the variation in the
system with a good performance. On the other hand, the
offline model failed to adapt to these variations.

6.1.1. Evaluating Different Clustering Algorithms. There are
many clustering algorithms which can be used to estimate the
mode of the system. The choice of such algorithm depends on
the nature of the data and the application. In this experiment,
we studied three different clustering algorithms which are K-
means, Gaussian mixture model (GMM), and hierarchical
clustering algorithms. Figure 10 shows the clustering of
the training data using each algorithm. Both K-means and
GMM algorithms require the number of the clusters to be
given a priori, where we used Silhouette analysis method
to estimate it. Hierarchical algorithm, on the other hand,
has the advantage of determining the number of the clusters
based on its stopping criteria (e.g., cluster inconsistency), but
it has many design parameters and suffers from run time
complexity O(n* log(n)) for large-scale data as indicated in
Figure 11.

Figure 12 shows the boxplot of the heating rate caused
by the thermal load (i.e., light, occupancy, and equipment)
for each estimated discrete mode (i.e., cluster). Despite the
differences between these algorithms, the results show that
they identify the discrete state with distinctive levels of the
thermal load. GMM estimated the thermal load levels with
the lowest accuracy (i.e., low, high). Hierarchical algorithm
has the highest accuracy (i.e., low; medium-low, medium-
high, and high) of the thermal load levels.

6.1.2. Multistep Prediction within the Same Mode. As
described earlier, multistep prediction requires propagating
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TABLE 3: Performance metrics for multistep prediction of both SHS
model and unimodal GP model.

SHS model Unimodal GP
West East West East
RMSE 0.23 0.3 0.56 0.3
MRSE 0.009 0.013 0.023 0.013
LD 51 6 27 257

the uncertainty of the predictive distribution for each time
step. In addition, the control policy of the HVAC is required
to predict the control sequence of the HVAC unit (ie,
cooling rate). To do so, we used GP to learn the control
policy of the HVAC as a function of the hybrid system
state (i.e., zone air temperature and discrete mode) and the
ambient temperature; that is,

ey~ f (8 vk) 8 = (G X) - (24)

Furthermore, we use the RMSE and MRSE metrics as a
performance measure in order to evaluate the predicted
mean. We also use another performance metric known as
log predictive density (LD) to evaluate the prediction perfor-
mance of the predicted mean and the predicted variance as
well [14]. LD is defined as
1 1 Y N

LD = - log(2m) + — ) log (o} ) + -, 25
2g()m;g(,) ; (25)

GI

where og; is the prediction variance in ith step and e; is the
error between the system output and the predicted mean.
Figure 13 shows the multistep prediction of the zone air
temperature for both west and east zones using the proposed
SHS model. We also implemented the multistep using a
typical single GP model which does not estimate the discrete
mode of the buildings (i.e., thermal load level). Figure 14
shows the multistep prediction of the zone air temperature
for both west and east zones using a typical unimodal GP
model. Table 3 shows the performance metrics statistics for
the multistep prediction within the same mode of the SHS
and the unimodal GP.

The performance metric shows that the SHS model
provides a more accurate prediction than the unimodal GP as
far as the system does not change its discrete mode. Moreover,
the variance of the unimodal GP model is falsely optimistic.

6.2. Five-Zone Office Building. In this experiment, we evalu-
ate the scalability of the framework using a five-zone office
building dataset. The dataset is a synthetic dataset generated
by EnergyPlus for a single story office building. The office
building is a rectangular building with five zones and a return
plenum. The building has four windows in each facade, and
there are two interior glazed doors between the west and the
core zone and between the east and the core zone, as shown
in Figure 15.

The main thermal sources for all the five zones are the
HVAC unit heating and cooling supply air, the office lights
and equipment, and the office occupancy. The dataset mea-
sures the building thermal behavior hourly for one year using
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FIGURE 9: Error metric (RMSE) of the prediction of the zone air temperature for both the online and the offline learned SHS model.

weather data of Chicago, IL. The measurements consist of the
ambient temperature, zone air temperatures, cooling/heating
rate from the HVAC unit, and heating rate from the thermal
load (lights, occupancy, and office equipment) aggregated
and averaged for every hour.

The thermal model of the building is represented by
the following SHS model: the continuous state (x ¢ R>)
represents the zone air temperatures. The discrete state g
represents the latent thermal load. The uncontrolled input
(v € R) represents the ambient temperature. Lastly, the
control input (u € R) represents the HVAC heating/cooling
rate. Therefore, the predictive distribution of the zone air
temperatures is given by

X1 ~ S, (Ko e Vi) + Gk € Q. (26)

Like the two-zone building, we also use the first four
weeks of data (i.e., 672 data points) to initialize the model and

learn its discrete space (i.e., m) and use the heating/cooling
rate (i.e., u(k)) and the zone air temperature difference (i.e.,
Ax = x; — x;_,) as time-domain features for the K-means
clustering algorithm. We use the extracted feature to cluster
the training data and to identify the discrete states based on
the Silhouette analysis. The estimated number of the discrete
states of the south, the east, the west, and the core zones is two
and for the north zone is three. Figure 16 shows the clustering
of the training dataset for the south and the north zones and
Figure 17 shows the clustering results of the west, the core,
and the east zones.

In the online phase, we use the learned model to predict
the zone air temperatures for the next hour. Also, we update
the training data and its corresponding models every hour
when we receive new data points. We run the predic-
tion/learning steps iteratively for the rest of the data (about
11 months). The results for the discrete mode estimation (i.e.,
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TABLE 4: Prediction error statistics per zone

South zone East zone North zone West zone Core zone

Full GP SHS Full GP SHS Full GP SHS Full GP SHS Full GP SHS

RMSE 0.32 0.28 0.25 0.36 0.28 0.29 0.28 0.27 0.22 0.11
MRSE 0.11 0.05 0.08 0.06 0.10 0.05 0.1 0.05 0.6 0.02

Max. 3.5 6.3 5.5 10.1 12.1 4.5 6.7 4.5 2.5 3.2
1.8 thermal load level) and zone air temperature prediction of

L6 the north zone are shown in Figures 18 and 19, respectively.
Typically, office environments have two modes, busy and

1.4 idle, because people tend to go to their offices during the

12 business hours and then the building becomes almost idle
during the nights and holidays. The model learning approach

% 1 estimated this office behavior successfully as shown in the

é 0.8 results.

To evaluate the prediction performance, we use the root

06 mean square error (RMSE) and the mean relative square
0.4 error (MRSE) metrics defined in (17). The prediction error

: : : : evaluation statistics are shown in Table 4. These results show

02 /.\ A that our SHS model predicted the zone air temperatures with

0 b= ey . 3 a good performance where the average prediction error is less

0 2000 4000 6000

Number of training data

8000 10000

—e— K-means
—#- GMM
Hierarchical

FIGURE 1I: Clustering time for different data sizes of K-means
algorithm, GMM algorithm, and hierarchical clustering algorithm.

than or equal to 6%. Further, the proposed model shows a
similar performance to the full GP model which assumes that
the thermal load is known and can be measured.

6.3. Computation of Efficiency and Scalability of the Learning
Algorithm. Despite the attractive features and properties of
GPs, the running time becomes a major factor in the GP
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performance when the dimension of the training data is
large. Learning a GP model requires the inversion of the
n x n covariance matrix where 7 is the size of the data. The
matrix inversion has a complexity of O(n*). Therefore, GP
learning becomes more computationally expensive when the
dimension of the model (i.e., number of regressors) and/or
the training dataset increase. To address this limitation, a
typical solution is to divide or distribute the computation.
We mitigate this limitation by approximating the thermal
load as a discrete state. Therefore, we divide the training
data to learn a distinct GP model independently for each
mode. Further, in the context of buildings modeling, the
model dimension can be decreased by using the adjacent
zones only in the regressors regardless of the total number
of zones in the buildings, (ie, x},, = qu()_(;'(, Upe, Vi)
g € @, where X is the zone air temperature of the
adjacent zones of zone i). This approximation is accept-
able because the zone air temperature is conditionally
independent of other zones given the adjacent zones’ air
temperature.

To evaluate the model scalability, we used EnergyPlus
to generate data for five different buildings with a different
number of zones. For each building, we use the vector of zone
air temperatures as the continuous state variable; therefore,
the model dimension increases as the number of zones
increases. We use a fixed training data size for all the buildings
tolearn a GP model of the thermal dynamics. Figure 20 shows
the variation of the learning time of the GP model versus the
number of zones in the building.

We also evaluated the performance and the efficiency of
the model learning with respect to the training data size. To
do so, we learn both the SHS and the full GP model for the
north zone, in the five-zone building, online every hour for
one week using different dataset sizes. Figure 21 compares the
model learning time and the prediction error between the full
GP model and the proposed SHS model. The results show that
both models have a similar prediction performance; however,
the proposed SHS model is faster than the full GP model. The
SHS is faster because the training data are segmented into
two smaller datasets for each level of the thermal load and
then used to learn two distinct GP models. This segmentation
distributes the computation of the GPs in the SHS model.
On the contrary, the full GP uses a single GP with all data
at once. Further, the SHS model approximates the thermal
load as a discrete state instead of an input which reduces
the model dimension. Despite these approximations, the
SHS prediction performance is almost similar to the full GP
performance.

7. Conclusion

In this work, we proposed a nonparametric SHS modeling
framework with a clustering-based online learning approach.
The proposed model can be used to build a thermal model for
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buildings when the thermal load is latent (i.e., the thermal  variations and to improve the model efficiency because the
load cannot be measured). We evaluated the performance  training data in the offline phase is not necessarily complete.
of our model by learning thermal models for buildings. =~ Despite these advantages, online learning dictates real-time
Online learning is useful to adapt our model to nonstationary ~ constraints. Experimental results demonstrate the efficiency
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of the proposed model learning approach. The learning 368 ms for the two-zone building and the five-zone building,
process runs online with an adequate computation time. The ~ respectively. Further, the average prediction time was 1 ms for
average learning time for one GP model was 140ms and  both buildings.
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