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This paper proposes a new forward reachability analysis approach to verify safety of cyber-physical systems
(CPS) with reinforcement learning controllers. The foundation of our approach lies on two efficient, exact and
over-approximate reachability algorithms for neural network control systems using star sets, which is an ef-
ficient representation of polyhedra. Using these algorithms, we determine the initial conditions for which a
safety-critical system with a neural network controller is safe by incrementally searching a critical initial con-
dition where the safety of the system cannot be established. Our approach produces tight over-approximation
error and it is computationally efficient, which allows the application to practical CPS with learning enable
components (LECs). We implement our approach in NNV, a recent verification tool for neural networks and
neural network control systems, and evaluate its advantages and applicability by verifying safety of a practical
Advanced Emergency Braking System (AEBS) with a reinforcement learning (RL) controller trained using the
deep deterministic policy gradient (DDPG) method. The experimental results show that our new reachability
algorithms are much less conservative than existing polyhedra-based approaches. We successfully determine
the entire region of the initial conditions of the AEBS with the RL controller such that the safety of the system
is guaranteed, while a polyhedra-based approach cannot prove the safety properties of the system.
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1 INTRODUCTION

Deep neural networks have become a popular choice in practical applications where the control
tasks are much more complicated than the traditional control problems. Recently, the power of
DNNs has inspired a new generation of intelligent autonomy that makes use of DNNs as learning-
based controllers such as autonomous vehicles [7] and air traffic collision avoidance systems [20].
Although utilizing DNNs for intelligent autonomous application is promising, safety verification of
autonomy containing neural network components is difficult because DNNs usually have complex
characteristics and behavior that are generally unpredictable. Importantly, many pieces of research
have proved that well-trained DNNs may not be robust and behave unsafely with a slight change
in the input [26]. Recent incidents in autonomous driving (e.g., Tesla and Uber) due to the failures
of learning-based components, e.g., misclassifying objects, raises an urgent need for techniques
and tools that can formally verify the safety of neural network control systems before utilizing
them in safety-critical applications.

Safety verification of neural network control systems (NNCS) is a challenging problem because
the behaviors of the systems are difficult to estimate or characterize. To explicitly analyze the safety
of NNCS, we need to calculate the exact or overapproximate reachable set containing all possible
trajectories of the plant that takes the control set from the neural network controller as inputs. The
output set of the plant is feedback to the controller to compute the control set for the next con-
trol step. Therefore, if the error in the reachable set computation is large, it quickly becomes larger
and larger over time which results in too conservative reachable sets that cannot be used for safety
verification. In addition, the scalability and efficiency of the reachable set computation are crucial
for safety verification of control systems with DNN controllers. It is required methods that can
compute the reachable set of NNCS with large neural network controllers with a reasonable com-
putation time and a small over-approximation error. However, calculating an exact or tight, over-
approximate reachable set of a neural network quickly is fundamentally difficult due to the non-
linearity of the network. This challenging problem has not addressed well in the existing literature.

In this paper, we propose a new reachability analysis approach for safety verification of CPS
with neural network controllers using the concept of star set. We particularly focus on the safety
verification of the Advanced Emergency Braking System (AEBS) in an autonomous car to illus-
trate and evaluate our approach. The AEBS is controlled by a neural network controller which
is trained to stop the vehicle appropriately if it discovers an obstacle on the road. To guarantee
safety, it is required that the time-to-collision (TTC) of the car, which is a nonlinear function of
the car’s velocity, acceleration and the distance between the vehicle to the obstacle, is always larger
than a safe threshold defined by the physical characteristics of the vehicle. Our safety verification
approach for AEBS works as follows. First, using CARLA, we perform system identification to
obtain a discrete, linear state-space model of the car. The car model is then validated via system-
atic testing. Second, we train a deep neural network controller to perform the emergency braking
action using reinforcement learning. Third, we compose the neural network controller with the
state-space model to construct a closed-loop Simulink model of the AEBS which is then validated
with CARLA results. Fourth, we perform the reachability analysis of the closed-loop model to ob-
tain the reachable set of the AEBS. Finally, we compute the reachable set of the TTC and use it for
safety verification.

We limit our reachability analysis approach to feed-forward neural network controllers with
ReLU/Saturation activation functions. Our reachability algorithms can compute both exact and
over-approximate reachable sets of the AEBS. Exact reachable set computation is expensive since
the number of the reachable sets increases over time steps. In contrast, the over-approximate reach-
ability scheme is much cheaper as it produces a single reachable set at each time step. Importantly,
by using star sets, our reachability analysis approach can eliminate or reduce significantly the
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Fig. 1. Neural network control system (NNCS).

over-approximation errors which is the main reason that makes the obtained reachable sets more
and more conservative over time as shown in the polyhedron approach [29, 35, 36] (and maybe
in some existing methods). Our approach successfully verifies the safety of the AEBS and notably,
determine the entire region of the initial conditions of the AEBS where safety is guaranteed. This
demonstrates the promising applicability of our approach in verifying safety properties of neural
network-based autonomous systems at design time. We note that the polyhedron approach fails
to prove the safety property of the system due to its over-approximation errors explode quickly
over time.

In summary, the main contributions of this study are as follows.

(1) the provision of star-based reachability schemes designed to efficiently compute the
reachable set of an discrete, linear neural network control systems with ReLU activation
function,

(2) an end-to-end design and implementation of these schemes in a MATLAB®toolbox called
NNV [29] which is publicly available for evaluation and comparison,

(3) and a thorough evaluation on the safety verification of the practical automatic emergency
braking system.

2 SYSTEM MODEL AND PROBLEM FORMULATION

2.1 System Model

In this paper, we are interested in safety verification of CPS with neural network controllers as
depicted in Figure 1 in which x (k ) andy (k ) are the state and the output of the plant at the time step
k . The controller is a feedforward neural network (FNN) consisting of an input layer, an output
layer, and multiple hidden layers. Each layer is comprised of neurons that are connected to the
neurons of the preceding layer labeled using weights [18]. The output of the FNN controller, given
a specific input vector is determined by three components: the weight matricesWl,l−1, representing
the weighted connection between neurons of two consecutive layers l − 1 and l , the bias vectors bl

of each layer, and the activation function f applied at each layer. Formally, the output of a neuron
i is defined by:

yi = f (Σn
j=1ωi jx j + bi ),

where x j is the jth input of the ith neuron, ωi j is the weight from the jth input to the ith neuron,
bi is the bias of the ith neuron. In this paper, we consider FNN controller with the ReLU activation
functions defined as ReLU (x ) =max (0,x ).

2.2 Problem Formulation

Problem 1 (Safety Verification of NNCS). Given a CPS with an FNN controller F , and a dis-
crete, linear plant P with the initial states x (0) in an initial set X0, verify whether or not the state
of the plant satisfies a safety property in a bounded time steps kmax . Formally, we want to verify if
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∀x (0) ∈ X0 → д(x (k )) |= S (д(x (k ))),∀0 ≤ k ≤ kmax in which д is a nonlinear transformation func-
tion, S is a linear predicate over the transformed state variables д(x (k )) defining the safety require-
ments of the system.

The core challenges in problem 1 are: 1) given the initial set of states of the plant, how can we
efficiently compute the reachable set of the plant over time steps which depends on the control in-
put produced by the FNN controller with nonlinear activation functions, 2) how can we transform
the computed reachable set with a nonlinear transformation function to verify the safety prop-
erty of the system. It is worth to emphasize that a small over-approximation error and timing
efficiency in reachable set computation are two crucial metrics that determine the applica-
bility of reachability analysis methods in safety verification of practical NNCS. Therefore,
safety verification of NNCS requires computationally efficient methods that can compute the exact
or tight over-approximate reachable sets of NNCS in a reasonable time. However, computing the
exact or tight over-approximate reachable sets of an FNN is difficult and usually time-consuming.
In addition, simple utilization of the control set from the controller to compute the reachable set of
the plant may produce a very coarse reachable set which is useless in safety verification. Overcome
the challenges in problem 1 is a fundamental step to tackle the following important problem.

Problem 2 (Safety-critical Initial Condition of NNCS). Given a CPS in problem 1 with

the initial states x (0) ∈ X0, determine the initial condition of the ith state x i (0) that “may” make
the system unsafe while keeping the initial conditions of other states unchanged. We call this initial
condition is a “safety-critical initial condition” of the system and assume that the initial conditions of
all states are independent.

Problem 2 is even harder than problem 1 since it is almost impossible to perform backward
analysis of CPS with neural network controllers to determine an unsafe initial condition (backward
analysis is generally intractable in this case). In the following, we first present our core reachability
algorithm for neural network control systems (NNCS). Then, we discuss handling the nonlinear
transformation on the computed reachable set for checking the safety of the system, i.e., Problem 1
as well as searching safety-critical initial condition, i.e., Problem 2.

3 REACHABILITY ANALYSIS OF NEURAL NETWORK CONTROL SYSTEMS

The reachability analysis of a NNCS depicted in Figure 1 is done as follows. First, from the initial
set of states X0 of the plant P , the controller F takes the output set of the plant Y0 as an input to
compute the control setU = F (Y0). Note that Y0 is an affine mapping of the initial set X0 with the
output matrix C , i.e., Y0 = CX0. The control set U is then applied to the plant to compute the set
of the next state X1 = AX0 + BU . This routine is performed iteratively to obtain the reachable set
of the plant X0,X1, . . .Xk , 0 ≤ k ≤ kmax . To obtain tight reachable sets of the NNCS, we compute
the exact control set U given the output set Y . Also, we compute the exact reachable set of state
Xk given its initial set Xk−1 and the corresponding control set Uk−1.

3.1 Generalized Star Set

Although computing the exact control set of a FNN controller can be done by the polyhedron
approach [29], it is computationally inefficient and not scalable. In addition, the polyhedron-based
approach produces a conservative reachable set of the plant because it cannot take advantage of
the relationship betweenUk and Xk , i.e.,Uk = F (Yk ) = F (CXk ). To overcome these challenges, we
propose a new reachability analysis approach for NNCS using the concept of star set [4, 5, 30,
31] which is very efficient in affine mapping operation, e.g., Yk = CXk and more importantly, it
preserves the relationship between Uk and Xk which is crucial to obtain an exact reachable set of
the plant. The definition of a star set and its essential properties are given in the following.
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Definition 3.1 (Generalized Star Set [4]). A generalized star set (or simply star) Θ is a tuple 〈c,V , P〉
where c ∈ Rn is the center, V = {v1,v2, . . . ,vm } is a set of m vectors in Rn called basis vectors,
and P : Rm → {�,⊥} is a predicate. The basis vectors are arranged to form the star’s n ×m basis
matrix. The set of states represented by the star is given as:

�Θ� = {x | x = c + Σm
i=1 (αivi ) such that P (α1, . . . ,αm ) = �}. (1)

Sometimes we will refer to both the tuple Θ and the set of states �Θ� as Θ. We also restrict the
predicate to be a conjunction of linear constraints, P (α ) � Cα ≤ d where, for p linear constraints,
C ∈ Rp×m , α is the vector ofm-variables, i.e., α = [α1, . . . ,αm]T , and d ∈ Rp×1. A star is an empty
set if and only if P (α ) is empty.

Proposition 3.2 (Affine Mapping of a Star). Given a star set Θ = 〈c,V , P〉, an affine mapping
of the star Θ with the affine mapping matrix W and offset vector b defined by Θ̄ = {y | y =Wx +
b, x ∈ Θ} is another star with the following characteristics.

Θ̄ = 〈c̄, V̄ , P̄〉, c̄ =Wc + b, v̄ = {Wv1,Wv2, . . . ,Wvm }, P̄ ≡ P .

Proposition 3.3 (Star and Half-space Intersection). The intersection of a star Θ � 〈c,V , P〉
and a half-spaceH � {x | Hx ≤ д} is another star with following characteristics.

Θ̄ = Θ ∩H = 〈c̄, V̄ , P̄〉, c̄ = c, V̄ = V , P̄ = P ∧ P ′,
P ′(α ) � (H ×Vm )α ≤ д − H × c,Vm = [v1 v2 · · ·vm].

We can see that, a star set does not change its predicate over affine mapping operations, and it
preserves the center and basis vectors in the intersection with a half-space.

3.2 Exact Reachability Analysis of the Neural Network Controller

The first step in our reachability analysis is to compute the exact control set Uk = F (CXk )
using star-set approach [30]. This computation is done layer-by-layer in which the output set
of the previous layer is the input set of the next layer. Given a star input set Θ̄ = 〈c̄, V̄ , P̄〉, the
reachable set of a layer L can be obtained precisely in two steps. First, an affine map Θ of the
input set can be derived quickly with the weight matrix W and bias vector b of the layer, i.e.,
Θ = 〈c =Wc̄ + b,V =WV̄ , P ≡ P̄〉. After calculating the affine map of the input set, the reachable
set of the layer RL is obtained by applying the ReLU activation function on the affine-mapped
set, i.e., RL = ReLU (Θ). Similar to [29], this second step is done by executing a sequence of
stepReLU operations RL = ReLUn (ReLUn−1 (· · ·ReLU1 (Θ))). The stepReLU operation on the ith

neuron, i.e., ReLUi (·), works as follows. First, the input star set Θ is decomposed into two subsets
Θ1 = Θ ∧ xi ≥ 0 and Θ2 = Θ ∧ xi < 0. Note that from Proposition 3.3, Θ1 and Θ2 are also stars. Let
assume that Θ1 = 〈c,V , P1〉 and Θ2 = 〈c,V , P2〉. Since the later set has xi < 0, applying the ReLU
activation function on the element xi of the vector x = [x1 · · · xi xi+1 · · · xn]T ∈ Θ2 will lead to
the new vector x ′ = [x1 x2 · · · 0 xi+1 · · · xn]T . This procedure is equivalent to mapping Θ2 by the
mapping matrix M = [e1 e2 · · · ei−1 0 ei+1 · · · en]. Also, applying the ReLU activation function on
the element xi of the vector x ∈ Θ1 does not change the set since we have xi ≥ 0. Consequently,
the result of the stepReLU operation on input set Θ at the ith neuron is a union of two star sets
ReLUi (Θ) = 〈c,V , P1〉 ∪ 〈Mc,MV , P2〉. A concrete example of the first stepReLU operation on a
layer with two neurons is depicted in Figure 2.

To reduce the computation cost, we can minimize the number of stepReLU operations. This is
because if we know that xi is always larger than zero, then we have ReLUi (Θ) = Θ. In other words,
we do not need to execute the stepReLU operation on the ith neuron. Therefore, to minimize the
number of stepReLU operations and overall computation time, we first determine the ranges of all
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Fig. 2. An example of a stepReLU operation on a layer with two neurons.

states in the input set which can be done efficiently by solving n-linear programming problems.
Furthermore, one can see that a star set can be split into two star sets after a stepReLU operation.
Therefore, the exact output set of a layer is a union of stars which can be handled independently.
Based on this observation, the reachability algorithm of an FNN using star set can be designed
efficiently to exploit the power of parallel computing as in the polyhedron-based approach [29].
We emphasize that the exact reachability of an FNN with ReLU activation function can be extended
straightforwardly to deal with saturation activation function.

Although the star set based method [30] is similar to the polyhedron-based approach [29], it is
much more efficient and scalable because star set is very fast in affine mapping which is the most
expensive step in the polyhedron-based approach, especially for a high dimensional set. More
importantly, the computed output set and the input set of the FNN are defined based on the same
set of predicate variables, i.e., α = [α1, . . . ,αm]T . This property is crucial in eliminating the over-
approximation error in computing the reachable set for the plant as addressed in the following.

3.3 Exact Reachability Analysis of the Discrete Linear Plant

As shown in previous subsection, the exact control set Uk = F (CXk ) is a union of stars, Uk =

∪L
j=1Θ̃j . Therefore, the exact reachable set of the plant for the next step is also a union of stars,

Xk+1 = AXk + BUk . Interestingly, the state set Xk = 〈c,V , P〉 and the control set Uk are defined
based on a unique predicate variable vector α and for any star in the control set, its predicate con-
tains all linear constraints of the state set Xk as can be seen in Figure 2. This leads to an important
fact that, only a subset of Xk can lead to an individual control set Θ̃j ∈ U and the predicate of this
subset is exactly the predicate of the individual control set. Therefore, the next state set correspond-
ing to the individual control set Θ̃j = 〈c̃ j , Ṽj , P̃j 〉 is X j

k+1 = 〈Ac + Bc̃ j ,AV + BṼj , P̃j 〉. Consequently,

the exact next state set of the plant is Xk+1 = ∪L
j=1X

j

k+1.

3.4 Reachability Algorithm for NNCS

As shown previously, we can compute the exact reachable set of NNCS depicted in Figure 1 by
computing the exact control set and the exact state set of the plant. For a single initial state set, after
one time step, it may produce many other state sets. Therefore, the number of state sets increases
quickly over time which makes the exact analysis time-consuming even using parallel computing.
To handle this state sets explosion, we can obtain a single convex hull of the state sets after every
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ALGORITHM 1: Reachability Algorithm for NNCS

1: % F : neural network controller
2: % A,B,C: plant’s matrices xk+1 = Ax + Bu, yk = Cxk

3: % I : initial set of states of the plant
4: % kmax : number of steps
5: % scheme: reachability analysis scheme, “exact” or “approx”
6: % R: reachable set
7: procedure R = Reach(F ,A,B,C, I ,kmax , scheme)
8: R = cell (1,kmax + 1)
9: R{1, 1} = I

10: for k = 1 : kmax do

11: Xk = R{1,k }, M = lenдth(Xk )
12: for i = 1 : M do

13: X i
k
= Xk (i ) = 〈c,V , P〉

14: Uk = F (CX i
k

) = ∪L
j=1Θ̃j = ∪L

j=1〈c̃ j , Ṽj , P̃j 〉
15: Xk+1 = []
16: for j = 1 : L do

17: X
j

k+1
= 〈Ac + Bc̃ j ,AV + BṼj , P̃j 〉

18: Xk+1 = [Xk+1 X
j

k+1
]

19: if scheme == exact then R{1,k + 1} = Xk+1
20: else R{1,k + 1} = IntervalHull (Xk+1)

step and use it for the next step computation. Computing the convex hull for a set of stars is
essentially computing the convex hull of a set of convex polyhedrons which is computationally
expensive. To overcome this challenge, we instead compute the interval hull of a set of stars for
the next step computation which can be done efficiently by solving a set of linear programming
optimization problems. The experimental results show that, by using only the interval hull of
the star state sets, we still can obtain a tight over-approximation of the exact reachable set for
the NNCS and more importantly, the over-approximation error does not explode over time. The
reachability algorithm for a NNCS is summarized in Algorithm 1 in which the user can choose to
compute the exact or the over-approximate reachable sets of the NNCS.

Lemma 3.4. The exact scheme in Algorithm 1 produces the exact reachable sets of the NNCS depicted
in Figure 1.

Proof. The proof can be derived inductively based on the exact computation of the reachable
set of the plant and the neural network controller in every step. �

3.5 Extension to NNCS with Nonlinear Plants

It is interesting to emphasize that the proposed star-based reachability algorithm can be extended
to deal with neural network control systems with nonlinear plants. The core idea of the extension
is that we can use existing hybrid systems reachability methods, such as the zonotope-based reach-
ability algorithm in CORA [2] that we chose to use, to compute the reachable set of a nonlinear
plant between two time steps tk and tk+1. This algorithm first further divides the time between tk
and tk+1 into Np smaller time steps, and then performs a sound linearization-based reachable set
computation for the plant along with Np time steps to obtain a reachable set with Np stars (we
note that a zonotope is also a star). We refer readers to [3] for the technical details of this hybrid
systems reachability approach. The last star in the union is the initial set of states of the plant for
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ALGORITHM 2: Safety Verification for NNCS

Input: R,д,U : Reachable set of the NNCS, transformation function, unsafe region
Output: sa f e = true or sa f e = uncertain

1: procedure sa f e = Verify(R,д,U )
2: kmax = lenдth(R)
3: for k = 1 : kmax do

4: Xk = R{1,k }
5: zk =min(д(xk )), z̄k =max (д(xk )), xk ∈ Xk

6: Z̃k = [zk , z̄k ]

7: if Z̃k ∩U = ∅ then sa f e = true
8: else sa f e = uncertain, break

the next time interval [tk+1, tk+2]. This star is also feedback to the neural network controller. Then,
the exact star-based reachability algorithm is invoked to compute the control inputU for the next
control step.

4 VERIFICATION OF NEURAL NETWORK CONTROL SYSTEMS

4.1 Safety Verification

Although safety properties in CPS are often represented as a linear predicate over the system’s
states xk , there are many cases where the safety property is defined as a linear predicate over a
variable zk that is a nonlinear transformation of the system’s states, i.e., zk = д(xk ), where д is a
nonlinear function. LetU (zk ) � Hzk ≤ h be the unsafe region of a NNCS, then safety verification
of the NNCS, i.e., Problem 1, is equivalent to checking Zk ∩U (zk ) = ∅? ∀0 ≤ k ≤ kmax , where
Zk = {zk | zk = д(xk ), xk ∈ Xk } is the transformed reachable set of the system by applying д(·) to
it. Since computing the exact transformed reachable set is computationally expensive and may be
even infeasible, we compute an over-approximation of the exact transformed reachable set Z̃k and
use it for safety verification. The system is safe if Z̃k ∩U (zk ) = ∅,∀0 ≤ k ≤ kmax . Particularly,
we compute the tightest interval bounding the exact transformed reachable set by solving the
following nonlinear optimization problem:

Z̃k = [zk , z̄k ], zk =min(д(xk )), z̄k =max (д(xk )), xk ∈ Xk .

Safety verification of the NNCS is summarized in Algorithm 2, which solves the above nonlinear
optimization problem to obtain the tightest interval of the transformed reachable set and uses it
to verify safety of the system at each time step.

4.2 Characterization of Safe Initial Condition

Safety verification of a NNCS can reason about the safety of the system w.r.t a specific initial
condition. In some cases, we are interested in the upper bound of a particular state x i (0) in the
initial condition where the safety of the system is still guaranteed. For example, if a car detects
an obstacle and applies the brake to stop, it is important to know what is the maximum velocity
of the vehicle such that the braking action can guarantee the safety of the car. To search for that
maximum velocity, we start from the initial condition that the system is safe, then we increase the
upper bound of the speed by some δ , i.e., x i (0) = x i (0) + δ , and check the safety of the system with
the new initial condition. We continue to increase the upper bound until the safety is uncertain.
We can obtain the maximum allowable velocity with the error of [−δ ,δ].
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Fig. 3. Emergency braking system architecture.

Fig. 4. Illustration of emergency braking system.

5 CASE STUDIES

Our approach is implemented in NNV [29, 30], a Matlab toolbox for safety verification of DNNs
and learning-enabled CPS. The proposed approach is evaluated on a practical automatic emergency
braking system (AEBS) and a adaptive cruise control system (ACC) for an autonomous car. The
experiment is done on a computer with following configurations: Intel Core i7-8859H CPU @
2.6GHz × 4 Processor, 32 GiB Memory, Window 10 Pro OS.1

5.1 Advanced Emergency Braking System

The architecture of the AEBS is described in Figure 3 in which the car is equipped with a perception
component to detect automatically the obstacle on the road and a reinforcement learning (RL)
based controller to control the brake of the car.

5.1.1 Scenario of Interest. In our system, we consider the scenario that the host car automati-
cally detects another static vehicle and applies a brake to decelerate and stop to avoid the potential
collision as shown in Figure 4.

The host car starts from rest and accelerates to a random initial velocityv0, which introduces the
uncertainty to the system. Then, the car keeps this velocityv0 till an obstacle is detected at distance
d0 from the perception module and switches to the reinforcement learning braking controller. The
goal of the controller is to stop the car to avoid the collision and also not too far from the obstacle,
which means the car should stop within the safety and close region.

5.1.2 Safety Specification. The safety property of the AEBS is defined based on the concept
of time-to-collision (TTC) [22, 23]. TTC measures the time it wold take to collide if the vehicle
continues traveling based on the current acceleration of ak = uk and velocity vk . Smaller TTC
means a higher collision risk. The safety specification of the AEBS can be written by

(TTCk (dk ,vk ,ak ) > τ (vk )) U (k = kmax )

where τ (vk ) is the time to stop when applying the full brake for velocityvk , shown in Figure 5, dk

is the current distance from the car to the obstacle, kmax is the maximum number of steps we want
to verify the safety of the system, and U is the until operator. Generally, the safety specification

1All results presented in this paper and their corresponding scripts are available online at https://github.com/verivital/nnv/
releases/tag/emsoft2019.
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Fig. 5. Obtaining the required number of reachability analysis steps from the full-braking characteristic of

the car at different speeds.

means that the car is safe if it still has enough time for a full braking action, i.e., full braking action
can successfully stop the car before a collision occurs.

Because of the discontinuity caused by the denominator when velocity or acceleration equals
zero, it is more efficient to evaluate the collision risk using the inverse TTC introduced in [6]. The
inverse TTC is proportional to the collision risk: the higher it is, the higher the collision risk is.
The safety specification using the inverse TTC is given below,

(TTC−1
k (dk ,vk ,ak ) < τ−1 (vk )) U (k = kmax ),

where, the inverse TTC is defined by:

TTC−1
k (dk ,vk ,ak ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

vk

dk
for ak = 0

−ak

vk−
√

v2
k
+2ak dk

for v2
k
+ 2akdk ≥ 0 ∧ ak � 0

0 for v2
k
+ 2akdk < 0 ∧ ak � 0.

5.1.3 RL-based Controller. We train the RL-based controller for the host car using Deep De-
terministic Policy Gradient (DDPG) [24], which is a popular reinforcement learning method that
combines the value-based and the policy-based method. There are two parts in this approach in-
cluding actor and critic. Critic uses the off-policy data to learn the Q-function, which evaluates
how good the action a taken is in given state s . The actor can learn the continuous action pol-
icy by using the Q-function. In practice, it is difficult to obtain the exact Q-function and policy
function. Therefore, two neural networks are introduced to solve this problem, which is critic net-
work Q (s,a |θQ ) and actor network μ (s |θ μ ) with weights θQ and θ μ . Coming back to our braking
system, the reinforcement learning controller consumes the state s , consisting of distance to the
leader vehicle d and host car’s velocity v , and computes the action – brake T .

For a reinforcement learning system, the reward function should be appropriately designed to
achieve the goal. In our case, the task is to stop the car in a safe and close region. Thus, we define
the reward function as

r = −α × I × 1(collision) − [(dt − B) × β + λ] × 1(vt = 0 ∧ dt > B)

where dt and vt indicates the distance to the leader car and velocity at time step t , α , β and λ
are coefficients greater than zero, 1(·) returns a value of 1 if the statement inside is true and 0
otherwise.

The term of the reward function, −α × I × 1(collision) penalizes a collision event based on the
collision impulse I . The other term −[(dt − B) × β + λ] × 1(vt = 0 ∧ dt > B) penalizes a too early
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Table 1. Hyper-parameters for DDPG Algorithm

Actor Critic
Optimizer Adam Adam

Learning rate 10−4 10−3

Target update rate 0.9 0.9
Reply buffer size 105

Reply batch size 32
Discount factor 0.99
Reward function α = 0.01, B = 5, β = 1.6, λ = 20

stop based on B, the final distance to the boundary line between close and far region. During the
braking process (before the car comes to a stop), there is no penalty or reward. Intuitively, this
reward function will guide the car to stop within the close region.

We use CARLA [9] to generate the scenario and to train the reinforcement learning controller.
The time step used in the simulation is Δt = 1/15 s. In the simulations, the vehicle firstly accel-
erates to a velocity of v0, and keeps the speed untill it detects an obstacle at a distance d0. The
d0 and v0 are the initial states of the braking system. To simulate a more realistic scenario, we
introduce some uncertainty to the initial states of the system. The initial velocity of the vehicle is
uniformly sampled between 90 km/h and 100 km/h, and the initial distance depends on the range
of the perception module, which is approximately 100 m. After initial state, the car switches to
the reinforcement learning controller which consists of two neural networks trained with DDPG
algorithm with the hyper-parameters in Table 1 is presented below:

• Actor NN architecture2:

2(State) × 50(ReLU) × 30(ReLU) × 1(SatReLU, Action)

• Critic NN architecture3:
2(State) × 50(ReLU) × 30

1(Action) × 30

}
× 30(ReLU) × 1(Q Value)

We trained the reinforcement learning for 1000 episodes, and the neural network converges, show-
ing an attractive performance. Also, one of the experiment trajectories is plotted in Figure 7. At
the beginning of involving the reinforcement learning controller, the distance is 97.3 m, and the
velocity is 91.98 km/h (= 25.55 m/s). After 128 steps, about 8.53 s, the ego vehicle stops at about
1.88 m far from the obstacle vehicle.

5.1.4 System Identification and Validation. We transfer the braking system from CARLA to
MATLAB & Simulink to perform reachability analysis and safety verification for the system. The
diagram of the Simulink model of the AEBS is shown in Figure 6. For simulation and verifica-
tion, only the actor is needed. The plant of the braking system is described by following discrete
state-space equation {

xk+1 = Axk + Buk

yk = Cxk + Duk

where xk = [dk vk ]T is the state vector including the distance dk and the velocity vk of the car at
step k ,uk is the input, which is the acceleration applied to the plant,yk is the output, andA,B,C,D

2SatReLU is the ReLU function with max value 1.
3The empty activation function means no activation is applied.
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Fig. 6. Emergency braking system simulink diagram.

Fig. 7. Validation of the Simulink model of AEBS. The Simulink model captures well the behaviors of the

actual AEBS in CARLA.

are the coefficient matrices given below,

A =

[
1 −Δt
0 1

]
, B =

[
0

Δt

]
, C =

[
1 0
0 1

]
, D =

[
0
0

]
where Δt = 1/15 is simulation time step.

It is important to emphasize that the input of the plant uk does not match with the output of
the reinforcement learning controller Tk . The uk is the acceleration applied to the car, but the Tk

is the braking force. Thus, a neural network transformation with 80 neurons is trained to bridge
this gap between uk and Tk .

To validate the Simulink model of AEBS, we run experiments in Simulink and CARLA with the
same initial states and compare them as shown in Figure 7. From the plot, we can see that the
Simulink model captures very well the behaviors of the (actual) AEBS in CARLA.

5.1.5 Safety Verification of the AEBS.

Physical constraints for safety verification. To verify the safety of the AEBS, we need to
take into account some essential physical constraints of the system. First, the AEBS system uses
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Fig. 8. Safe initial conditions for full braking action.

Fig. 9. Set of initial conditions that needs to be verified for the AEBS with the RL controller.

a perception component to detect the obstacle. The operating range of the perception component
is from 0 to 100 meters. Therefore, we are going to verify the safety of the AEBS for the distance
(between the car to the obstacle) from 10 to 100 meters (we assume that the car is at least 10 meters
far away from the obstacle). Secondly, we limit the maximum allowable velocity of the car is 35 m/s,
i.e., ≈80 miles per hour which is a usual upper limit of the speed on highways.

Thirdly, we need to know what is a reasonable constraint between initial conditions of the car’s
velocity and its distance to the obstacle such that if we apply a full braking action, the car is safe.
This information is important that we should know before verifying the safety of AEBS because
there are cases when even if we apply the full braking action, the collision still occurs. For example,
the car is too close to the obstacle and is travelling at a high speed. From Figure 5, we approxi-
mate an analytical formula for the full braking time that is τ (v ) ≈ v/12.5. When the full braking
action occurs, the car goes a distance ds = 0.5aτ 2 +vτ before stopping, where a is the average
acceleration of the car which is equal to a = Δv/Δt = (0 −v )/τ . Therefore, the average travel dis-
tance of the car after applying a full brake is: ds = 0.5vτ = 0.5v2/12.5 = v2/25. To guarantee the
safety, the initial distance of the car d0 should be larger than this travel distance, i.e., d0 > ds .
Combining the above limitation on the distance dmax = 100 m and the maximum allowable ve-
locity vmax = 35 (m/s), a safe initial condition region for full braking action is depicted in
Figure 8. By partitioning the safe initial condition region of the full braking action, we can derive
the reasonable initial conditions that need to be verified for the safety of the AEBS with
the RL controller as shown in Figure 9. This is because, under the safety aspect, the RL controller
cannot overcome the full-braking action.

Finally, we need to find out what the minimum number of steps that we should at least give a
guarantee about the safety of the system is. We should prove the safety of the system at least τ (v )
seconds in the future where τ (v ) is the full braking time w.r.t the velocity v . Therefore, the mini-
mum number of steps that needs to prove the safety is: min(kmax ) = τ (v )/Δt . For example, if
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Fig. 10. Reachable sets of the AEBS computed by the polyhedron and the interval approaches become

too conservative are quickly after only 2 time steps while the proposed star methods obtains the exact

or tight over-approximate reachable sets for many time steps. The initial conditions are d0 ∈ [97, 97.5],
v0 ∈ [25.2, 25.5].

v = 25 m/s, we should at least prove the safety of the system until k = kmax = 2/(1/15) = 30 time
steps.

Challenges and drawbacks of the polyhedron [29, 36] and interval [11] approaches. A
main challenge in safety verification of AEBS is how to compute a tight reachable set of the AEBS
model depicted in Figure 6. One can see that the control setU = {ut } applied to the plant is derived
from the transformation component that takes the output set T = {Tt } from the RL controller
and the velocity V = {vt } as the input set. Therefore, to compute the control set U , we need to
compute the output set T of the RL controller and then combine with the velocity set V = {vt }
of the plant to form the input set for the transformation neural network. The problem is how to
efficiently combine these sets to form the exact input set for the transformation neural network.
This problem is unsolvable if we use the polyhedron-based [29, 36] or the interval [11] methods
since the relationship between the output set T of the RL controller and the velocity set V of the
plant cannot be preserved in the computation. This leads to a coarse combination which returns
a coarse input set for the transformation neural network. Consequently, the over-approximation
error is exploded quickly after only 2 time steps as shown in Figure 10 which makes the obtained
reachable sets become too conservative and cannot be used for safety verification.

Minimizing overapproximation while maintaining scalability with star sets. As shown
in Figure 10, our star-based approach is an efficient technique to overcome the main challenges
discussed above. We compute the reachable set for the AEBS system in 50 steps. One can see that
our star-based approach eliminates (in the exact method) or reduces significantly (in the over-
approximation method) the over-approximation errors caused by the polyhedron-based and the
interval approaches. The reachable sets computed from the star-based approach are tight and use-
ful for safety verification of the AEBS.

Error analysis. Since we can compute the exact reachable sets of the system, we can ana-
lyze the overapproximation errors of different approaches. These overapproximation errors are
measured using the following metrics OverApprox − Error =max ( |lb − lbexact |, |ub − ubexact |)
which measures that largest distance between the lower- and upper- bounds of an output com-
puted from the overapproximation methods and the exact lower- and upper-bounds computed by
the exact star method. The overapproximation errors of the polyhedron, interval, and the proposed
over-approximate star methods are depicted in Figure 11. One can see that the overapproximation
errors of the polyhedron and the interval methods are increased quickly after only two steps while
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Fig. 11. The Over-approximation errors of the polyhedron and the interval approaches are exploded quickly

after only 2 time steps. These over-approximation errors are reduced siginificantly by the proposed star

method.

Table 2. Reachability Analysis Times (Measured in Seconds) of the Exact and

Over-approximate Star Methods in which N is the Number of Time Steps

Method N = 5 N = 10 N = 20 N = 30 N = 40 N = 50

Exact star 12.47 32.24 162.95 400.13 532.1 831
Over-approximate star 10.07 21.09 42.86 63.98 83.3 104.44
Time improvement 1.24x 1.53x 3.8x 6.25x 6.39x 7.96x

Fig. 12. Number of stars in the reachable sets of the AEBS grows over time with the exact star-based method.

these errors are almost zeros for the first 45 steps and very small in the last five steps in the over-
approximate star method.

Timing performance. The reachability analysis times of two proposed methods are presented
in Table 2. The Table shows that the over-approximation method is faster than the exact method
while still produces tight reachable sets for the system. From the figures, one can see that the
reachable sets computed by the two methods are almost the same. The time improvement of using
the over-approximation method increases as the number of time steps grows. The reason that
makes the over-approximation method faster is, it produces only a single reachable set at every
time step while in the exact method, the number of reachable sets may grow over time as depicted
in Figure 12.
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Fig. 13. The inverse TTC over time is smaller than the worst case inverse full braking time τ−1 (max (v )). The

AEBS is safe (for 60 time steps) with the initial conditions d0 ∈ [97, 97.5], v0 ∈ [25.2, 25.5].

Table 3. Safe Initial Conditions for the AEBS with RL Controller

in which d is the Distance Range and vmax is the Maximum

Allowable Velocity Such that the System is Still Safe

d (m) [0, 10] [10, 20] [20, 30] [30, 40] [40, 50]
vmax (m/s ) — 4 7 8 10
d (m) [50, 60] [60, 70] [70, 80] [80, 90] [90, 100]
vmax (m/s ) 15 19 21 24 26

Checking safety using the computed reachable sets. To verify the safety of the AEBS, we
consider the worst case, i.e., we want to verify if the following constraint is satisfied in a bounded
time,max (TTC−1 (d,a,v )) < τ−1 (max (v )). To do that, we estimate the ranges ofTTC−1 in 60 time
steps (two times larger than the minimum requirementkmax = 30) using the ranges of the distance,
velocity, and acceleration of the car from the computed reachable sets and check if it satisfies the
requirement or not. The result is illustrated in Figure 13 which shows that the inverse TTC is
smaller than the worst case inverse full braking time τ−1 (max (v )). Therefore, the AEBS is safe for
60 time steps in the future.

5.1.6 Safe Initial Conditions of the AEBS. From the physical constraints of the car, we have
derived the set of initial conditions that need to be verified for the AEBS with RL controller as
depicted in Figure 9. It is important to determine in these initial conditions, which regions are
safe for the AEBS with RL controller and which ones are risks. We perform our safety verification
methods on each partition Ii , i = 1, 2, . . . , 9 of the initial conditions to find the safe regions. We
perform the search as follows. We partition the distance range [10, 100] into 9 smaller ranges with
the same width of 10, i.e., di = [10i, 10(i + 1)], 1 ≤ i ≤ 9. For the ith individual distance range, we
search for the maximum velocity vi

max such that the RL controller can guarantee the safety of
the system in kmax = 50 time steps for the initial condition of [di ,vi

max ]. The results of vmax are
presented in Table 3. From the information of vmax , we visualize the safe region of the initial
conditions for the AEBS as depicted in Figure 14.

5.2 Adaptive Cruise Control System

The extension of the proposed star-based reachability algorithm is evaluated on the safety verifi-
cation of neural network-based adaptive cruise control systems (ACC). The ACC system consists
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Fig. 14. Safe region of the initial conditions of the AEBS with the RL controller.

of two cars in which the ego car equipped with adaptive cruise control has a radar sensor to mea-
sures the distance to the lead car in the same lane, Dr el , as well as the relative velocity of the lead
car, Vr el . In speed control mode, the ego car travels at a driver-set speed Vset = 30 while in spac-
ing control mode, the ego car maintains a safe distance from the lead car, Dsaf e . Neural network
adaptive cruise controllers with different sizes are trained to replace the existing MPC controller.
The control period is selected as 0.1 seconds. The car’s dynamics are as follows.

ẋlead (t ) = vlead (t ), v̇lead (t ) = γlead ,

γ̇lead (t ) = −2γlead (t ) + 2alead − μv2
lead (t ),

ẋeдo (t ) = veдo (t ), v̇eдo (t ) = γeдo ,

γ̇eдo (t ) = −2γeдo (t ) + 2aeдo − μv2
eдo (t ),

where xlead (xeдo ), vlead (veдo ) and γlead (γeдo ) are the position, velocity and acceleration of the
lead (ego) car respectively, alead (aeдo ) is the acceleration control input applied to the lead (ego)
car, and μ = 0.0001 is the friction parameter.

Safety-related scenario. The safety verification scenario of interest is that when the ego is in
the speed control mode and the two cars are running with a safe distance between them, the lead
car driver suddenly de-accelerate with alead = −2 to reduce the speed. We expect that the neural
network controllers will also de-accelerate the ego car to remain a safe distance between two cars.
Formally, the safety specification of the system isDr el = xlead − xeдo ≥ Dsaf e = Ddef ault +Tдap ×
veдo , where Tдap = 1.4 seconds and Ddef ault = 10. We want to check if there is a collision in the
next 5 seconds after the lead car de-accelerate. The initial conditions of the system are: xlead (0) ∈
[90, 110], vlead (0) ∈ [32, 32.2], γlead (0) = γeдo (0) = 0, veдo (0) ∈ [30, 30.2], xeдo ∈ [10, 11].

Verification results. The verification results are presented in Table 4 which shows that the
second controller is the safest controller since it guarantees the safety of the ACC system for the
whole range of the lead car’s initial position. The safety of the system can be observed intuitively
via Figure 15 which shows that the relative distance is larger than the safe distance. Interestingly,
the controllers with a large number of neurons, e.g., the third and the fourth controllers, are not
necessarily the good candidates for keeping the system safe. In many cases, the verification results
for these controllers are uncertain which imply that these controllers may or may not control the
system safely. In these cases, the relative distance reachable set intersects with the safe distance
reachable set. However, we do not know this intersection is due to the over-approximation error
of the related reachable sets or the relative distance is actually smaller than the required safe dis-
tance. Since the safety of the system may be violated in these cases, we further randomly generate
simulation traces of the system to find counter example inputs that make the system unsafe. In-
terestingly, we cannot find counter examples for the system whenever xlead ∈ [70, 110]. However,
when xlead ∈ [65, 70], we can find counter examples of the system for all controllers. Note that in
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Table 4. Verification Results for the ACC System in which VT is the Verification Time and Controller

k × n Means the Controller has k Hidden Layer and n Neuron Per Layer

xlead (0) Controller 1 (3x20) Controller 2 (5x20) Controller 3 (7x20) Controller 4(10x20)

Result VT (sec) Result VT (sec) Result VT (sec) Result VT (sec)

[108, 110] safe 211.84 safe 292.67 safe 398.41 safe 1762

[106, 108] safe 210.16 safe 288.83 safe 393.35 safe 2270.3

[104, 106] safe 211.54 safe 302.31 safe 412.81 safe 2674.5

[102, 104] safe 215.21 safe 292.94 safe 446.47 safe 2863.8

[100, 102] safe 222.87 safe 294.81 safe 440.94 safe 2606

[98, 100] safe 233.02 safe 302.74 safe 491.29 uncertain 2855

[96, 98] safe 237.12 safe 289.87 safe 515.43 uncertain 3249.9

[94, 96] safe 238.46 safe 301.99 uncertain 571.75 uncertain 3851.5

[92, 94] safe 259.46 safe 325.51 uncertain 598.22 uncertain 3220.2

[90, 92] uncertain 265.29 safe 359.92 uncertain 558.65 uncertain 2336.9

Fig. 15. The reachable sets of the ACC system with the second controller (5x20) and xlead (0) ∈ [94, 96].

this case, even the controllers de-accelerates the ego car. It still can not guarantee the safety for
the system.

Timing performance. As depicted in Table 4, the verification time depends on the size of the
controller. A controller with a large number of neurons causes a substantial verification time. Our
approach can prove the safety of the NNACC system with the fourth controller having totally 200
neurons in some cases with reasonable verification times (less than 1 hour). A brief comparison
with recent approaches [19, 27, 28] is given as follows. Verisig takes averagely 1690 seconds (on
their personal computer) to verify a single safety property (corresponding to a single input set)
in 30 time steps of the quadrotor system with 12 state variables and a neural network controller
having 40 neurons while our approach spends averagely 275.68 seconds to verify a single safety
property of the ACC system with 6 state variables and a neural network controller having 100
neurons in 50 time steps. The SMC-based approach can falsify safety property of neural network
control system with fairly large number of neurons in the controller (22 to 182 neurons). How-
ever, in the case that there is no counter example exist, the SMC-based approach usually reaches
timeout (= 1 hour). Its experimental results show that only three controllers (in 17 controllers)
with 22, 32 and 82 neurons are successfully verified. An important factor making our approach
potentially faster and more scalable than the Verisig and SMC-based approaches is, our approach
can efficiently compute the exact reachable set of DNNs on multi-core platforms. Therefore, our
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Table 5. Verification Approaches for NNCS

Approaches Plant Dynamics Discrete/Continuous Activation Function Size of Controller

Polyhedron-based [36] Linear Discrete ReLU ≤ 100 neurons

Verisig [19] Linear, Nonlinear Discrete, Continuous Sigmoid, Tanh ≤ 50 neurons

SMC-based [28] Linear Discrete ReLU ≤ 200 neurons

Sherlock [27] Linear, Nonlinear Discrete, Continuous ReLU ≤ 500 neurons

Star-based Linear, Nonlinear Discrete, Continuous ReLU ≤ 200 neurons

verification time for neural network control system can be reduced significantly by exploiting the
power of parallel computing. The new abstraction-based approach proposed recently in [27] is
promisingly the fastest and the most scalable approach for safety verification of NNCS since it can
compute the reachable set of NNCS with neural network controller of 500 neurons in 50 time steps
with just 1081 seconds.

6 RELATED WORK

Verification, testing and falsification of CPS with learning-enabled components have be-
come an emerging research topic recently. Toward verification for CPS with learning enable com-
ponents, several methods have been proposed recently to verify the safety of feedback neural
network control systems [11, 19, 27, 28, 34, 36]. The early polyhedron-based approach has been
extended for safety verification of neural network controlled systems in [36] in which the plant
is assumed to be linear and discrete. Recently, Verisig [19] proposes an approach that transforms
a neural network controller with sigmoid activation function to an equivalent nonlinear hybrid
system which is then combined with the plant dynamics before utilizing Flow* [8] to verify its
safety properties. Another approach using satisfiability modulo convex (SMC) solver for formal
verification of NNCS has been proposed in [28]. In this context, the closed-loop control system
was encoded as monotone SMC formulas which were formally verified by SMC decision proce-
dures. Impressively, this method is sound and complete with noticing that the plant dynamics is
linear and discrete. Last but not least, a new abstraction method [27] has been proposed for NNCS
verification in which an “local” Taylor model over-approximation of neural network controller
was obtained and integrated into Flow*, a flowpipe constructor using Taylor model, to compute a
tight over-approximation reachable set of NNCS. This method is impressively fast and scalable for
NNCS verification and more importantly, it can reduce over-approximation errors significantly in
reachable set computation process and can deal with relative large input sets. A summary of recent
verification methods is given in Table 5. In the testing context, a simulation-based test generation
framework for autonomous vehicles with machine learning components has been proposed in [33]
to enhance the reliability of autonomous driving systems. In the falsification context, a composi-
tional falsification framework for CPS with machine learning components has been proposed in
[10]. In this framework, a temporal logic falsifier cooperates efficiently with a machine learning
analyzer to find falsifying executions of the system. The effectiveness of the proposed framework
was shown via Automatic Emergency Braking System (AEBS). As a complement approach to veri-
fication of CPS with learning-enabled components, in this paper, we focus on safety verification of
NNCS with ReLU activation function. We mainly focus on the exact and over-approximate analy-
sis for such a system which aims at eliminating or significantly reducing the over-approximation
error in the reachable set computation. We also study an extension of our approach in combina-
tion with the zonotope-based reachability algorithms [2, 16] to deal with NNCS with nonlinear
plant.
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Safe reinforcement learning [12] (SRL) is an essential research topic in safety-critical appli-
cations such as medical robotics and self-driving cars. The fundamental challenge in SRL is that
the agent not only needs to learn policies that maximize the long-term return based on the reward
signal but also ensure the safety constraints in learning or deploying processes. There are two main
approaches to safe reinforcement learning. The first one [14, 15] modifies the optimality criterion
with the integration of the safety constraints while the second [1, 13, 17, 21, 25] is based on the
modification of the exploration process with the incorporation of the prior knowledge or guidance
of probabilistic risk metric. Our approach benefits the current state-of-art of safe reinforcement
learning methods since it can formally verify the safety of the learned safe control policies in the
interaction with physical world, i.e., physical dynamics of the agent and the environment. Impor-
tantly, many safe reinforcement learning methods usually quantify the risk by some probabilistic
distribution and use it for learning and deploying processes. Therefore, the expected safety of the
system is usually quantified in a probabilistic manner. In contrast, our verification approach gives
a specific answer, i.e., safe, unsafe, or uncertain, about the safety of the system.

7 CONCLUSION

We have proposed two efficient, exact and over-approximate reachability schemes and an
optimization-based approach for safety verification of CPS with RL controller where the safety
specification is defined based on a nonlinear transformation of the system states. From thorough
experiments on the practical AEBS, we have shown that our method is computationally cheaper
and less conservative than the existing polyhedron approach. More important, it is applicable to
real-world applications. We have also studied an extension of our approach for verification of
NNCS with nonlinear plant and evaluate its potential via the NNACC system. Our future work
is extending the proposed methods for nonlinear NNCS with other types of nonlinear activation
functions such as Tanh or Sigmoid. We are also investigating the runtime verification for CPS
with learning-enabled components leveraging the recent promising approach proposed in [32] in
combination with the neural network reachability analysis methods.
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