
Energy-Based Attack Detection in Networked Control
Systems

Emeka Eyisi
United Technologies Research Center

East Hartford, CT, USA
eyisiep@utrc.utc.com

Xenofon Koutsoukos
Institute for Software Integrated Systems

EECS Department
Vanderbilt University
Nashville, TN, USA

xenofon.koutsoukos@vanderbilt.edu

ABSTRACT
The increased prevalence of attacks on Cyber-Physical Systems
(CPS) as well as the safety-critical nature of these systems, has
resulted in increased concerns regarding the security of CPS. In
an effort towards the security of CPS, we consider the detection
of attacks based on the fundamental notion of a system’s energy.
We propose a discrete-time Energy-Based Attack Detection mech-
anism for networked cyber-physical systems that are dissipative or
passive in nature. We present analytical results to show that the de-
tection mechanism is effective in detecting a class of attack models
in networked control systems (NCS). Finally, using simulations we
illustrate the effectiveness of the proposed approach in detecting
attacks.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General—Secu-
rity and protection (e.g., firewalls); H.1.1 [Models and Princi-
ples]: Systems and Information Theory—General Systems Theory

General Terms
Algorithms; Design; Security; Theory

Keywords
Energy-based detection; Networked Control Systems; Attacks

1. INTRODUCTION
The increased autonomy of CPS, together with the introduction

of communication networks, has increased the security vulnerabil-
ities of CPS infrastructure to malicious cyber attacks. Within the
past few years, there has been a surge in attacks on CPS infrastruc-
tures. This increased prevalence of attacks has resulted in increased
concerns regarding the security of these systems. Due to the safety-
critical nature of CPS, failure or disruption of normal operation
can potentially lead to serious harm to the physical system under
control and to the people and other infrastructures that depend on
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it. Hence, securing these systems in order to ensure resilient op-
eration is of utmost importance. Some of the well-known exam-
ples of attacks on CPS include the W32.Stuxnet worm attack that
maliciously infected an Iranian Nuclear facility, taking control and
heavily disrupting its normal operation according to the attacker’s
design [6], the cyber attacks on power transmission networks oper-
ated by Supervisory Control and Data Acquisition (SCADA) Sys-
tems [12], as well as attacks that infiltrated critical systems includ-
ing medical devices [13] and waste water treatment plants [1].

In securing CPS infrastructures, the reliable detection of attacks
is very important and also fundamental to the design of compensa-
tion and reconfiguration mechanisms for mitigating the impact of
attacks. The presence of the network increases the complexity of
the detection of attacks. Hence, effective and yet efficient novel
approaches are needed to enable the early detection of attacks in
CPS. A majority of the existing detection approaches are typically
from the cyber-security community. As highlighted in [3], the tra-
ditional approach often used in information/cyber-security neglects
the knowledge of the physical process under control in the detec-
tion of attacks. Contrary to the traditional cyber-security approach,
newer approaches in the CPS community, instead of creating mod-
els of network traffic or software behavior, leverage the knowledge
of the physical process in designing effective mechanisms in order
to facilitate the detection of attacks. The idea is that by understand-
ing the interactions of the control system with the physical world,
it would be possible to develop systematic frameworks to detect
attacks and secure CPS in general.

In this work, we utilize the energy of physical systems in order
to define precise detectability conditions for certain attack mod-
els and vulnerabilities. The concept of energy is very important in
the behavior of dynamical systems. Compared to traditional de-
tection approaches such as observer-based detection [14], there are
only a handful of work whereby the concept of energy or passivity
is used in model-based detection. In [7], the authors proposed a
fault detection and isolation method for port-Hamiltonian systems
to detect variations in the parameters of system components. The
work in [4] proposed an energy balance scheme for fault detection
for continuous-time passive systems. The author performed fault
detection by checking when the energy balance is perturbed indi-
cating the presence of faults. An energy balance fault detection ap-
proach was also applied for sensor fault detection in steel galvaniz-
ing process [16]. In [18], a passivity-based fault detection method
was introduced based on evaluating the traditional passivity-based
inequality. In this work, a fault is said to have occurred whenever
the inequality is not satisfied. Most of these works in energy-based
detection have been focused on reliability as it pertains to the pro-
tection of physical components against faults. Additionally, exist-
ing work does not consider the introduction of a communication
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network and do not address the detection of intentional malicious
cyber attacks against CPS.

Using the intuitive notion of energy, we propose an attack detec-
tion mechanism for CPS. The proposed approach is complementary
to other detection mechanisms such as observer-based detection.
The underlying idea is that the presence of attacks disturbs the en-
ergy balance of the physical system by dissipating or injecting ad-
ditional energy. We define the notion of detectability of an attack
by its effect on system’s energy. The proposed approach provides
the additional benefit of detecting when and to what magnitude a
system’s energy property is impacted due to the occurrence of an
attack. In particular, we focus on dissipative CPS, which include
a large class of existing systems. We present the use of energy-
balance in the detection of attacks in NCS. We present a general
characterization of attacks on the energy of a dynamical system.
In addition, we demonstrate the impact of specific attack models
on the stability guarantees of NCS. Finally, we demonstrate our
approach using a case study on the velocity tracking control of a
single joint of a robotic arm over a network.

The rest of the paper is organized as follows: Section 2 presents
a brief background and underlying definitions used in paper. Sec-
tion 3 presents the networked control system model, the attack
models and formally states the problem that is addressed in this
paper. The energy-based attack detection approach, the analytical
results on the detection mechanism and the characterization of pas-
sive and non-passive attacks are presented in Section 4. Section 5
presents an example case study using simulations to evaluate the
proposed approach. The paper is concluded in Section 6.

2. BACKGROUND
We define some fundamental concepts which are important in

the description of the proposed approach.

DEFINITION 1. A dynamic Linear Time-invariant (LTI) system,
H, is minimal if it is both controllable and observable.

The notion of dissipativity and passivity of a system presented in
this work follow the behavior-based approach given by Willems
in [17] which involves associating the system to a non-negative def-
inite storage function V (x) and a supply function, W . We provide
the following definition of dissipativity.

DEFINITION 2. [2] [9] A discrete-time system, H, is said to
be dissipative with respect to the supply functionW (u(k), y(k)) if
there exists a positive definite function V (xk) or Vk, called storage
function, satisfying V (0) = 0 such that ∀x0 ∈ X , ∀k ≥ k0, and
all u ∈ R

n and with, Vk = 1
2
xTk Pxk

Vk+1 − V0 ≤
N−1∑
k=0

W (u(k), y(k)) (1)

DEFINITION 3. [10] [17] A dynamic system, H, is said to be
QSR-dissipative if it is dissipative with respect to the supply rate,W
given as

W (u, y) = yTQy + 2yTSu+ uTRu (2)

where Q,S,R are matrices of appropriate dimensions with Q and
R symmetric. By choosing different values for Q, S, R, special cases
of dissipativeness can be derived [8]. Special cases of QSR dissi-
pative systems are as follows. If the system H is QSR-dissipative
then it is
1. Passive if Q=0, S= 1

2
I , R = 0

2. Strictly input passive (SIP) if Q = 0, S = 1
2
I , R = −δI

3. Strictly output passive (SOP) if Q = −εI , S= 1
2
I , R = 0

4. Very strictly passive (VSP) if Q=−εI , S = 0, R=−δI

where ε and δ are positive scalars.

LEMMA 1. [8][Generalized Positive Real Lemma] Let G(z)
be a transfer function description and M(z) = R + GH(z)S +
STG(z)+GH(z)QG(z), withGH(z) denoting the hermitian trans-
pose of G(z). Let H be a minimal realization of G(z). Then ∀z s.t.
‖z‖ ≥ 1, M(z) ≥ 0 if and only if there exist a real symmetric
positive definite matrix P and real matrices L and W such that

ATPA− P = CTQC − LTL (3)

ATPB = CTQD + CTS − LW (4)

BTPB = R+DTS + STD +DTQD + CTS −WTW (5)

3. SYSTEM MODEL AND PROBLEM
In this section, we describe the components of networked con-

trol system and the attack models considered in this work. Subse-
quently, we formulate the attack detection problem and describe the
underlying assumptions. The notations used in the following sec-
tions are standard. LetRn denote the Euclidean space of dimension
n, I denotes the identity matrix of appropriate dimensions. For a
matrix P ∈ R

nxn, its transpose is denoted by PT . For a symmetric
matrix, P , where P = PT , P > 0 denotes it is positive definite.

3.1 Networked Control System Model
We consider a networked control system as depicted in Figure 1.

The main components of the NCS are the physical plant, the con-
troller, the wave transformation (a static local controller), and the
communication network. The data exchange between the plant and
the controller is done over a communication network.

Figure 1: Networked Control System

(a) Physical Plant Model: We model the physical plant as a dis-
crete linear time-invariant system. This version of the plant ne-
glects system nonlinearities and presence of noise in the dynamics
and measurement signals. We consider the physical plant which
can be represented in the state space form as follows:

Hp :

{
xk+1 = Axk +Buk

yk = Cxk +Duk

(6)

where xk ∈ X represents the state variables, uk ∈ U represents the
control inputs to the plant and yk ∈ Y represents the plant outputs
obtained by sensors at sampling instant k ∈ Z.
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(b) Controller Model: The controller modifies the behavior of the
physical plant through the application of a control input command
in order to achieve a desired objective or satisfy a performance re-
quirement. The controller can be represented in discrete-time state-
space form as follows:

Hc :

{
zk+1 = Aczk +Bcek

yck = Cczk +Dcek
(7)

where zk ∈ R
q represents the controller states, yck is the control

command, ek = rk − uck is the error between the reference, rk
and the received plant output, uck , with the matrices Ac, Bc, Cc

andDc of appropriate dimensions. It is assumed that the controller
is designed under the nominal conditions, i.e. without attacks, to
achieve the desired performance objective.
(c) Wave Transformation: In order to preserve the power content
of information exchanged over a network, the sensor and control
signals are transformed into wave variables which are then sent
over the network. From Figure 1, the wave transformation is de-
noted by the blocks, b. The wave variables pair (Urk , Vrk ) on the
plant side as well as the pair (Ulk , Vlk ) on the controller side of the
network can be described by the following expressions:

Urk =
1√
2b

(yk + buk) (8)

Vrk =
1√
2b

(yk − buk) (9)

Ulk =
1√
2b

(uck + byck ) (10)

Vlk =
1√
2b

(uck − byck ) (11)

where b ∈ R
+
0 . From Figure 1, one can observe that under ideal

network conditions, Vlk = Vrk and Urk = Ulk .

3.2 Attack Model
Figure 1 depicts the feasible cyber-attacks as a result of the vul-

nerabilities of the networked control system. While the attacks
denoted as A1-A4 model attacks on the information exchanged
over the communication network, the attacks denoted as A5 and
A6 models attacks on sensors and actuators respectively. Similar
well-known attack types have be proposed in [15] [11]. For each
attack type, Ak, let Ta = ks, ..., ke denote the attack duration with
the attack starting from ks and ending at ke. We consider two main
classes of attacks, integrity attacks and denial-of-service attacks.
These attack types are described as follows:
(a) Integrity attacks: In an integrity attack, an adversary deceives
a compromised component of the NCS into believing that a re-
ceived false data is valid or true. The underlying assumption is
that all attacks lie within a predetermined range since attacks lead-
ing to signals that exceed such a range can be easily detected. The
integrity attacks represented as A1, A3, A5 and A6 in Figure 1 can
be further categorized into the following:
(i) Min/Max attacks: These attacks involve the adversary modifying
the content of compromised signals to their respective minimum or
maximum values. We model min/max attacks on the exchanged
wave variables as well as the min/max attacks on the sensors and
actuators. The attacks on the exchanged variables essentially ex-
ploit the vulnerabilities as a result of the communication while the
attacks on the sensors and actuators exploit the vulnerabilities of
the computing interfaces to these components which may or may
not be colocated. We consider them separately since each compo-
nent’s interaction with the overall NCS is different and hence it is

important to understand the impact of an attack on each component
on the correct operation of the overall NCS.
(1) Min/Max attacks on exchanged wave variables: For attacks on
the wave variable, Vrk , sent from the plant we have,

Ṽ min
rk =

{
Vrk ∀k /∈ Ta

Vrmin ∀k ∈ Ta

(12)

Ṽ max
rk =

{
Vrk ∀k /∈ Ta

Vrmax ∀k ∈ Ta

(13)

Similar attacks can be launched against the wave variable,Urk , sent
from the controller.
(2) Min/Max attacks on sensors and actuators: For attacks on the
sensor signal, yk, we have,

ỹmin
k =

{
yk ∀k /∈ Ta

ymin ∀k ∈ Ta

(14)

ỹmax
k =

{
yk ∀k /∈ Ta

ymax ∀k ∈ Ta

(15)

Similar attacks could be launched against the actuator signal, uk.
(ii) Additive attacks: This attack involves introducing an additional
offset/bias, α �= 0 to the actual exchanged information. We model
additive attacks on the exchanged wave variables as well as additive
attacks on the sensors and actuators.
(1) Additive attacks on exchanged wave variables: For attacks on
the wave variable, Vrk , sent from the plant we have,

Ṽ a
rk =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Vrk ∀k /∈ Ta

Vrk + αk ∀k ∈ Ta and Vrk + αk ∈ V
Vrmin ∀k ∈ Ta and Vrk + αk < Vrmin

Vrmax ∀k ∈ Ta and Vrk + αk > Vrmax

(16)

(2) Additive attacks on sensors and actuators: For attacks on the
sensor signal, yk, we have,

ỹak =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yk ∀k /∈ Ta

yk + αk ∀k ∈ Ta and yk + αk ∈ Y
ymin ∀k ∈ Ta and yk + αk < ymin

ymax ∀k ∈ Ta and yk + αk > ymax

(17)

(iii) Min/Max energy attacks: Considering that the proposed ap-
proach is based on energy, an attacker’s objective could be to apply
the largest impact damage on the system based on the knowledge of
the system’s energy. We model two types of energy-based attacks
based on their intended impact on the system.
(1) Max energy attack: In this case, we model attacks that attempt
to dissipate maximum amount of energy i.e. the energy of the sys-
tem becomes positive. This type of attack can be seen as an at-
tacker’s attempt to degrade system performance without destabiliz-
ing the system in regards to energy. In this attack type, for each
time step, the attacker chooses a value for the compromised wave
variable such that the total dissipated energy is maximized without
exceeding the predetermined limits of the wave variable. The max
energy attack can be captured as follows:

maximize
Vrk

ET

subject to Vrk ∈ [Vrmin , Vrmax ]

(2) Min Energy Attack: Similar, to the max energy attack, in this
case we model attacks that attempts to inject the largest amount of
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energy which from the system’s perspective portrays the system as
generating additional energy i.e. the energy of the system becomes
negative. This attack type can be seen as an attacker’s attempt to
both degrade the performance of the system and potentially desta-
bilize the system. In the model of this attack, at each time step the
attacker chooses the compromised wave variable such that the en-
ergy is minimized without exceeding the predetermined limits of
the wave variable. The min energy attack can be captured as fol-
lows:

minimize
Vrk

ET

subject to Vrk ∈ [Vrmin , Vrmax ]

(b) Denial-of-Service (DoS) attacks: DoS attacks, denoted as A2
and A4 in Figure 1, prevent signals from reaching the intended des-
tination. In NCS, it involves the disruption of the availability of
information exchanged between the plant and the controller. DoS
attacks are typically carried out by jamming the communication
channel, changing the routing protocol or saturating the receiver
with useless signals. The attacker’s main objective is usually to de-
grade the performance of the NCS as well as to potentially destabi-
lize the physical system. The DoS attack can be modeled as a form
of the additive attack as follows:

Ṽ DoS
rk = Vrk + αVrk

{
α = 0 ∀k /∈ Ta

α = −1 ∀k ∈ Ta

(18)

3.3 Problem Statement
Consider the networked control system as shown in Figure 1, un-

der possible cyber attacks as indicated by the attacks A1-A6 due to
the vulnerabilities of NCS. We define what is meant by an energy-
based monitor and detectability of attacks in this framework.

DEFINITION 4. An energy-based monitor is a deterministic al-
gorithm, Φ : Λ 	→ Ψ, with knowledge of the plant dynamics and
access to discrete-time measurements and control inputs. The out-
put of a monitor is Ψ = {ψ1, ψ2}, with ψ1 ∈ {True, False}, and
ψ2 ∈ {Passive, Non-Passive}

DEFINITION 5. An attack is detectable if in the presence of the
attack, Ak, ψ1 =True and ψ2 = Passive or Non-Passive.

The following problem is of interest:
{1. Detection Problem} Design an algorithm, Φ, for an energy-
based monitor which can quantify or estimate the energy of the
system, ET , such that in the presence of an attack and with the
knowledge of the plant, the controller and exchanged wave vari-
ables the following holds:

Ψ = {ψ1, ψ2} =

{
{True, Passive} ∀ET > 0

{True,Non-Passive} ∀ET < 0}
(19)

In the following sections, we propose a solution to the above prob-
lem. We assume the following about the NCS.
Assumption 1: The plant and controller are dissipative by design,
both with a sampling period, Ts. The assumption of dissipativity
for both the plant and controller is to ensure stability guarantees in
the nominal case.
Assumption 2: The components of the NCS including the physical
plant, the sensor, actuator, controller and attack monitor are time-
synchronized. This ensures that all the components of the NCS are
progressing in lock step in regards to time.
Assumption 3: Whenever the input buffers are empty, null pack-
ets are processed. This assumption is used to preserve passivity

in the nominal sense in order to avert the typical hold-last sample
approach which is known to be non-passive. Other approaches for
handling missed packets can be sought in this case as well with no
loss of generality.
Assumption 4: It is assumed that the controller and monitoring
system for the plant are co-located together. The idea is that the
controller is assumed to be trustworthy while the plant’s trustwor-
thiness is not known or guaranteed. In the case that the trustwor-
thiness of the controller is not known or guaranteed, an additional
monitor can be co-located with the plant.
Assumption 5: The attacker has knowledge of the plant and con-
troller. In this assumption, we consider that the attacker is smart in
the sense that he/she can attempt to use knowledge of the system to
introduce attacks that cannot be easily detected with a simple bad
data detector.
Assumption 6: For our initial analysis, we assume an ideal com-
munication network, hence do not consider the usual communi-
cation network effects such as time-delays and packet losses but
rather we focus on malicious attacks on the cyber-physical infras-
tructure. In this regard, we assume that any anomaly in the behavior
of the overall system is due to an attack. This assumption will be
relaxed later to include network effects in our approach.

4. ENERGY-BASED ATTACK DETECTION
In this section, we derive the energy balance for the networked

control system in terms of the input-output wave variables, Urk

and Vrk . Next, we provide a generalized characterization of attacks
based on the derived energy balance. We then evaluate the impact
of the attack models presented in Section 3.2. Finally, we consider
the case where the states of the system are not measurable, in which
case we introduce the use of an observer to estimate the states.

4.1 Discrete-Time Energy Balance
We present the energy-based attack detection mechanism for the

networked control system in Figure 1. We first present the deriva-
tion of general energy balance in terms of the plant’s input, uk and
output, yk, and then we refine the derivation to represent the energy
balance system in terms of the wave variables exchanged over the
network.

PROPOSITION 1. Consider the discrete-time physical plant,Hp,
with a minimal realization (controllable and observable) defined in
(6). If Hp is QSR dissipative then it satisfies the energy balance,
ET given by

ET = Esu − Est − Ed = 0 (20)

where Esu is the supplied energy, Est is the stored energy and Ed

is the dissipated energy.

PROOF. Recall the storage function, Vk, defined as 1
2
xTk Pxk.

The change in the storage function, ΔV is given by

ΔV = Vk+1 − Vk =
1

2
xTk+1Pxk+1 −

1

2
xTk Pxk

substituting xk+1 from (6), we have

ΔV =
1

2
((xTkA

T + uT
kB

T )P (Axk +Buk)− xTk Pxk)

=
1

2
(xTk (A

TPA− P )xk + xTkA
TPBuk + uT

kB
TPAxk

+ uT
kB

TPBuk) (21)
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From the Generalized KYP lemma described in lemma 1, we can
substitute (3), (4) and (5) into equation (21), then we have

ΔV =
1

2
(xTk (C

TQC − LLT )xk

+ xTk (C
TQD + CTS − LW )uk

+ uT
k (D

TQC + STC −WTLT )xk

+ uT
k (R+DTS + STD +DTQD −WTW )uk) (22)

After some manipulation and simplification, we have

ΔV =
1

2
((Cxk +Duk)

TQ(Cxk +Duk)

+ 2(Cxk +Duk)
TSuk + uT

kRuk)

−1

2
(xTk LL

Txk + xTk LWuk + uT
kW

TLTxk

+ uT
kW

TWuk)

From (6), noting that yk = Cxk +Duk, we can now write

ΔV =
1

2
(yTk Qyk + 2yTk Suk + uT

kRuk)

−1

2
(xTk LL

Txk + xTk LWuk + uT
kW

TLTxk

+ uT
kW

TWuk)

Summing over the time interval from k = 0 to k = N with a
sampling time of Ts. The total energy equation becomes

Ts

2

N∑
k=0

(yTk Qyk + 2yTk Suk + uT
kRuk)− Ts(Vk+1 − Vk0)

− Ts

2

N∑
k=0

(xTk LL
Txk + xTk LWuk + uT

kW
TLTxk

+ uT
kW

TWuk) = 0 (23)

where

Esu =
Ts

2

N∑
k=0

(yTk Qyk + 2yTk Suk + uT
kRuk)

Est = Ts(Vk+1 − Vk0)

Ed =
Ts

2

N∑
k=0

(xTk LL
Txk + xTk LWuk + uT

kW
TLTxk

+ uT
kW

TWuk)

Hence, ET = Esu − Est − Ed = 0

The system under consideration is a networked system and the
components of the system communicate over a packet-switched
network. Hence, it is appropriate to directly relate the energy based
equation to the transmitted and received components over the net-
work. We now provide the energy balance in terms of the ex-
changed wave variables.

PROPOSITION 2. Given the system Hp with the energy balance
as defined in (23) and the wave transformation provided in (8)-(11).
The resulting energy balance of the system in wave domain is

ETwv = Esuwv − Estwv − Edwv = 0 (24)

whereETwv is the total of the system,Esuwv is the supplied energy,
Estwv is the stored energy and Edwv is the dissipated energy.

PROOF. From equations (9) and (10), and also assuming b= 1,
solving for the plant output, yk and input, uk, we have

yk =
1√
2
(Urk + Vrk ) (25)

uk =
1√
2
(Urk − Vrk ) (26)

After some manipulations and simplification, the plant dynamics
can be expressed in terms of the input wave variable, Urk and out-
put wave variable, Vrk . The resulting system, Hpwv can be de-
scribed as

Hpwv :

{
xk+1 = Āxk + B̄Urk

Vrk = C̄xk + D̄Urk

(27)

with

Ā = A−B(D + I)−1C; B̄ =
B√
2
(I − (D + I)−1(D − I))

C̄ =
√
2(D + I)−1C; D̄ = (D + I)−1(D − I)

Recall the total energy expression given in (23), by substitution, the
energy balance in the wave domain becomes

Ts

2

N∑
i=0

(V T
rkQ̄Vrk + 2V T

rk S̄Urk + UT
rk R̄Urk )− Ts(Vk+1 − V0)

−Ts

2

N∑
i=0

(xTk LLTxk + xTk LWUrk + UT
rkW

TLTxk

+UT
rkW

TWUrk ) = 0 (28)

where

Q̄ = (
Q− 2S +R

2
); S̄ = (

Q−R

2
); R̄ = (

Q+ 2S +R

2
);

(29)

LLT = (LLT − LWC̄√
2

− C̄WTLT

√
2

+ C̄TWTWC̄)

LW = (
LW√

2
− LWD̄√

2
− C̄TWTW

2
+
C̄TWTWD̄

2
)

WTLT = (
WTLT

√
2

− D̄TWTLT

√
2

− WTWC̄

2
+
D̄TWTWC̄

2
)

WTW = (
WTW −WTWD̄ − D̄WTW + D̄TWTWD̄

2
)

With

Esuwv =
Ts

2

N∑
i=0

(V T
rkQ̄Vrk + 2V T

rk S̄Urk + UT
rk R̄Urk )

Estwv = Ts(Vk+1 − V0)

Edwv =
Ts

2

N∑
i=0

(xTk LLTxk + xTk LWUrk + UT
rkW

TLTxk

+UT
rkW

TWUrk )

Hence, ETwv = Esuwv − Estwv − Edwv = 0

4.2 Energy Balance in the Presence of Attacks
In this section, we provide a generalized characterization of the

total energy in the presence of attacks.
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THEOREM 1. Consider the networked control system depicted
in Figure 1, under cyber-attack, Ak, where by the attacker can re-
move or modify the exchanged wave variables Urk and Vrk . Since
the plant is assumed to be linear and time-invariant, the modified
variables due to an attack can be modeled as

Ũrk = Urk + Uak ; Ṽrk = Vrk + Vak ; x̃k = xk + xak (30)

The total energy of the plant, ẼTwv , in the presence of attack is

ẼTwv = ETa �= 0 (31)

PROOF. Based on the attack-modified input-output relations, the
energy for the system becomes

ẼT =
Ts

2

N∑
k=0

(Ṽ T
rkQ̄Ṽrk + 2Ṽ T

rk S̄Ũrk + ŨT
rk R̄Ũrk )

− Ts

2

N∑
k=0

(x̃k ¯LLT x̃k + x̃k ¯LWŨrk + Ũrk
¯WTLT x̃k

+ Ũrk
¯WTWŨrk )

− Ts(
1

2
x̃k+1P x̃k+1 −

1

2
x̃0P x̃0) (32)

Next, we simplify the above total energy based on the individual
energy components which include supplied, stored and dissipated
energies. For the new supplied energy we have,

Ẽsu =
Ts

2

N∑
k=0

(Ṽ T
rkQ̄Ṽrk + 2Ṽ T

rk S̄Ũrk + ŨT
rk R̄Ũrk ) (33)

substituting (30) in (33), we have

Ẽsu =
Ts

2

N∑
k=0

((Vrk + Vak )
T Q̄(Vrk + Vak )

+ 2(Vrk + Vak )
T S̄(Urk + Uak )

+ (Urk + Uak )
T R̄(Urk + Uak ))

=
Ts

2

N∑
k=0

(V T
rkQ̄Vrk + 2V T

rk S̄Urk + UT
rk R̄Urk )

+
Ts

2

N∑
k=0

(V T
ak
Q̄Vak + 2V T

rkQ̄Vak + 2V T
rk S̄Uak )

+
Ts

2

N∑
k=0

(2V T
ak
S̄Urk + 2V T

ak
S̄Uak + 2UT

rk R̄Uak

+ UT
ak
R̄Uak ) (34)

From (34) above, it can be seen that,

Ẽsu = Esuwv + Esua (35)

Next, the new stored energy component becomes,

Ẽst = Ts(
1

2
x̃Tk+1P x̃k+1 −

1

2
x̃T0 P x̃0) (36)

substituting (30) in (36), we have

Ẽst = Ts(
1

2
(xk+1 + xak+1)

TP (xk+1 + xak+1)

− 1

2
(x0 + xa0)

TP (x0 + xa0))

=
Ts

2
((xTk+1Pxk+1 − xT0 Px0)

+ (xTak+1
Pxak+1 − xTa0

Pxa0 + 2xTk+1Pxak+1 − xT0 Pxa0))

(37)

From (37) above, it can be seen that,

Ẽst = Estwv + Esta (38)

Finally, the new dissipated energy component becomes

Ẽd =
Ts

2

N∑
k=0

(x̃k ¯LLT x̃k + x̃Tk ¯LWŨrk + Ũrk
¯WTLT x̃k

+ Ũrk
¯WTWŨrk) (39)

substituting (30) in (39), we have

Ẽd =
Ts

2

N∑
k=0

(xTk ¯LLTxk + xTk ¯LLTxak + xTak
¯LLTxk

+ xTak
¯LLTxak + xTk ¯LWUrk + xTk ¯LWUak + xTak

¯LWUrk

+ xTak
¯LWUak + UT

rk
¯WTLTxk + UT

rk
¯WTLTxak

+ UT
ak

¯WTLTxk + UT
ak

¯WTLTxak + Urk
¯WTWUrk

+ Urk
¯WTWUak + Uak

¯WTWUrk + Uak
¯WTWUak )

(40)

From (40) above, it can be seen that,

Ẽd = Edwv + Eda (41)

Hence, from (35), (38) and (41), the total energy, ẼT in the pres-
ence of attack(s), then becomes

ẼT = Ẽsu − Ẽst − Ẽd

= Esuwv + Esua − Estwv − Esta − Edwv − Eda

= ETwv + ETa (42)

From (24), we have

ẼT = ETwv + ETa = ETa (43)

COROLLARY 1. In the absence of any detectable attack, Ak,
the total energy of the system, ẼTwv is

ẼTwv = ETwv = 0 (44)

PROOF. This result follows directly from the system total en-
ergy property described in Theorem 2 and the results in Theorem 1
in the presence attacks.

REMARK 1. The detection algorithm for the monitor is evalu-
ated based on the information received at the controller. Consider-
ing the fact that the controller is considered trustworthy, the effects
of attacks on the wave variable,Ulk which is received asUrk by the
plant will be reflected on wave variable Vlk , which is Vrk sent from
the plant side of the network. Recall the expression in (9) relating
the actuator signal and sensor signal , to the wave variable,

Vrk =
1√
2b

(yk − buk)

It is straight forward to see that attacks on either the sensor or
actuator will be reflected on the wave variable Vrk , which is sub-
sequently received at the controller as Vlk .

COROLLARY 2. An attack, Ak, is characterized as a passive
attack if the presence of the attack results in ẼTwv > 0.

From the definition of passivity in (2), ẼTwv > 0 implies that the
supplied energy for the attack system is larger than the dissipated
and stored energies.
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COROLLARY 3. An attack,Ak, is characterized as a non-passive
attack if the presence of the attack results in ẼTwv < 0.

This essentially implies that the supplied energy of the attacked
system is less than the dissipated and store energies. Therefore,
the system generates additional internal energy which results in a
non-passive behavior. This implies that the overall stability of the
networked control system is no longer guaranteed.

The energy-based attack detector can be summarized by Algo-
rithm 1. Figure 2 also shows the block diagram for the energy
based monitor. The inputs to the algorithm, also denoted in Fig-
ure 2, are the wave variables, Vrk and Urk and the plant’s state xk.
The output of the algorithm is Ψ, which provides information on
whether an attack has occurred and the impact of the attack on the
overall system. The blocks supplied energy, stored energy and dis-
sipated energy in Figure 2 corresponds to the computation of the
supplied energy, stored energy and dissipated energy respectively
as indicated by lines 1-4 in Algorithm 1. Figure 2 shows the block

Algorithm 1: Energy-Based Attack Detection

Input: Vrk ,Urk ,xk

Output: Ψ
1 Compute the supplied energy, Esuwv

2 Compute the stored energy, Estwv

3 Compute the dissipated energy, Edwv

4 Compute the total energy, ETk = Esuwv − Estwv − Edwv

5 if ETk �= 0 then
6 ψ1 =True
7 if ETk > 0 then
8 ψ2 =Passive

9 else
10 ψ2 =Non-Passive

11 else
12 ψ1 =False

13 Ψ ={ψ1,ψ2}
14 return Ψ

diagram for the designed energy based monitor for attacks in the
case of measurable plant states.

Figure 2: Energy-Based Monitor

REMARK 2. Thus far, the characterization of attacks are based
on the notion that in the absence of attacks, the nominal energy
balance of the monitored system should be zero. In a more realistic
setting, this assumption can be relaxed in order to integrate the po-
tential effects of the network communication as a result of delays or
packet loss. In the presence of network effects and possibly other
system uncertainties, instead of the energy balance being zero, a

notion of a maximal value of energy due to network effects and sys-
tem uncertainties are considered. Based on this notion, a threshold
boundary, Eth, is defined. The characterization of attacks are then
evaluated based on the impact of the attacks that results in com-
puted energy that lies outside the boundary. This maximal energy
value can be obtained empirically through simulations and by im-
posing worst-case network conditions for the NCS.

4.3 Characterization of Attack Models
In order to illustrate the impact of attack models on the physi-

cal system, we evaluate the effect of classical attacks on the total
energy of the system. For brevity, we focus on the attacks A1 and
A2, although similar approach can be used to evaluate the effects
of attacks A3-A6. Also, due to space limitations we consider the
cases where the dissipative plant is passive. The proofs for the pre-
sented results as well as the case for strictly-output passive plant is
provided in [5].
Assuming there are no attacks on Urk , the impact of the attacks on
Vrk is reflected on only the supplied energy resulting in the com-
ponent,

ẼTwv = ETwva = Esuwva

=
Ts

2

N∑
k=0

(2V T
rkQ̄Vak + V T

ak
Q̄Vak + 2V T

ak
S̄Urk ) (45)

PROPOSITION 3. Consider the passivity-based network control
system depicted in Figure 1, under a max integrity attack, Ak, if the
system dynamics Hp is passive, then

Ak :

⎧⎪⎪⎨
⎪⎪⎩

Passive if
N∑

k=0

V T
rmax

Vrmax <
N∑

k=0

V T
rkVrk

Non-Passive if
N∑

k=0

V T
rmax

Vrmax >
N∑

k=0

V T
rkVrk

(46)

PROPOSITION 4. Consider the passivity-based network control
system depicted in Figure 1, under a min integrity attack, Ak, if the
system dynamics Hp is passive, then

Ak :

⎧⎪⎪⎨
⎪⎪⎩

Passive if
N∑

k=0

V T
rmin

Vrmin <
N∑

k=0

V T
rkVrk

Non-Passive if
N∑

k=0

V T
rmin

Vrmin >
N∑

k=0

V T
rkVrk

(47)

PROPOSITION 5. Consider the passivity-based network control
system depicted in Figure 1, under an additive integrity attack, Ak,
if the system dynamics Hp is passive, then

Ak :

⎧⎪⎪⎨
⎪⎪⎩

Passive if
N∑

k=0

2V T
rkαk < −

N∑
k=0

αT
k αk

Non-Passive if
N∑

k=0

2V T
rkαk > −

N∑
k=0

αT
k αk

(48)

PROPOSITION 6. Consider the passivity-based network control
system depicted in Figure 1, under a denial-of-service attack, Ak,
if the system dynamics Hp is passive, then

Ak : Passive with Esuwva =
Ts

2

N∑
k=0

V T
rkVrk

2
> 0∀Vrk �= 0

(49)

REMARK 3. The result obtained for the characterization of DoS
attacks is similar to the analysis of packet losses due to unrelia-
bility of network in the literature. While packet losses are due to
unreliable network, DoS is as a result of intentional and malicious
attacks by an adversary.
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4.4 The case of unmeasurable states
In the case unmeasurable plant states, a Luenberger observer of

the form in (50) is introduced to reconstruct an estimate of the plant
states.

Hobs :

{
x̂k+1 = Ax̂k +BUrk − L(Vrk − Cx̂k −DUrk )

V̂rk = Cx̂k +DUrk

(50)
where L is the observer gain. Recall that the plant system is as-
sumed to be observable. This means there exists an observability
matrix L such that the estimated state x̂k of the Luenberger ob-
server asymptotically converges to the true state xk.

PROPOSITION 7. Given the system Hp with the energy balance
described in Theorem 2. In the case whereby the states are unmea-
surable assuming a Luenberger observer, Hobsv as given in (50) is
integrated to estimate the states, x̂k. Then, the resulting equivalent
total energy of the system in wave domain, in the absence of attacks
can be described by

ETwv = ETwvo = −Estoe − Edoe (51)

Due to limited space, the proof is presented in [5].
Similar to Algorithm 1, in the case of unmeasurable states, the

energy-based detection with the integration of an observer can be
summarized by Algorithm 2 below.

Algorithm 2: Energy-Based Attack Detection in the case of
unmeasurable states
Input: Vrk ,Urk

Output: Ψ
1 Estimate the states, x̂k
2 Compute the supplied energy, Esuwvo

3 Compute the stored energy, Estwvo

4 Compute the dissipated energy, Edwvo

5 Compute the total energy,
ETwvo = Esuwvo − Estwvo − Edwvo

6 if ETwvo �= 0 then
7 ψ1 =True
8 if Twvo > 0 then
9 ψ2 =Passive

10 else
11 ψ2 =Non-Passive

12 else
13 ψ1 =False

14 Ψ ={ψ1,ψ2}
15 return Ψ

5. EVALUATION
In this section, we evaluate the proposed energy-based detection

mechanism using simulations. The system under consideration is a
control system composed of a plant and controller that exchange in-
formation over a network in order to cooperatively achieve a spec-
ified objective.

5.1 Simulation Setup
The case study involves the velocity control of a single joint

robotic arm over a communication network. It is assumed that the
only information the networked controller receives from the plant
is the wave variable, Vrk , which becomes Vlk at the controller side

of the network. Hence the detection mechanism with an integrated
observer, as described in Section 4.4, is used in this evaluation. The
NCS is considered to passive by design.

The simulation of the NCS is performed in Matlab/Simulink.
The plant, controller, energy-based monitor, scattering transforma-
tion, attack models and communication are implemented using a
combination of Matlab scripts and blocks from the Simulink li-
brary. The dynamics of the plant is described by the discrete-
time state-space representation as defined in (6) with a sampling
time of Ts = 0.01s. The parameters for the plant are A=0.9952,
B=0.0625, C=0.1214, D=0.0251. The controller for the robot is
a Proportional-Integral (PI) controller and similar to the plant is
represented by the discrete time state space representation defined
in (7) with the sampling time Ts = 0.01s. The parameters for
the controller are Ac =1, Bc =0.0625, Cc =0.1, Dc =0.6385.
The main objective of the controller is to modify the behavior of
the plant in order to track a reference velocity trajectory, rk over a
communication network.

5.2 Scenarios
First, we present the control of the plant in the nominal case

when there are no attacks. We also present the effects of the net-
work on the system’s energy. Next, we evaluate the behavior of
the system under attack and the ability of the proposed approach to
detect the attacks. In the experiments with attacks, the simulated
attacks are injected from the duration, t = 15s to t = 20s. Due
to space limitations, we only present results for some of the attack
models, results for other cases are presented in [5].
(1) Nominal Case: In this scenario, the NCS operates nominally
while achieving the tracking objective. Figure 3a depicts the ref-
erence velocity of 0.15rad/s as well as the plant velocity clearly
showing that the plant is able to track the velocity as desired. Fig-
ure 3b shows the energy balance of the monitored plant computed
based on the approach described in Section 4.2. In order to illus-
trate the effect of communication network on the energy-balance,
we also co-located the energy-based detector at the plant side of
the network to essentially perform the same total energy computa-
tion. The only difference being the delay experience by the monitor
co-located with the controller. From Figure 3b, the energy-balance
computed by the local monitor is essentially zero as expected but
the balance computed by the networked monitor has an offset as a
result of the communication network. Hence, this offset value or a
more conservative value can be used to characterize the threshold
energy, Eth, which will be non-zero due to network effects.
(2) Integrity Attacks
(a) Min Attack on Vrk: In this scenario, we assume the NCS chan-
nel from the plant to the controller, transmitting Vrk, is compro-
mised and during the attack duration, the attacker replaces the true
or actual signal exchanged with the value of Vrmin . Figure 4a
shows that the presence of the attack results in the degraded refer-
ence tracking performance. Figure 4b depicts the total energy com-
putation clearly indicating the presence of the attack. Additionally,
one can observe that the min integrity attack can be characterize as
a passive attack as it leads to increase in the computed total energy
which indicates the dissipation of energy. Based on the computed
energy, passivity of the overall NCS is still guaranteed.
(b) Max Energy Attack on Vrk: In this scenario, we again assume
the NCS channel from the plant to the controller, transmitting Vrk,
is compromised and during the attack duration, the attacker re-
places the true or actual signal exchanged with the value of Vra

that maximizes the energy dissipated at that time step. Figure 5a
shows that the presence of the attack results in the degraded refer-
ence tracking performance. Figure 4b depicts the total energy com-
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Figure 3: Nominal Case.
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Figure 4: Min Attack on Vrk.

putation clearly indicating the presence of the attack. Additionally,
one can observe that as expected the max energy attack results in
an increase in the computed total energy. Based on the computed
energy, passivity of the overall NCS is still guaranteed.
(c) Max Attack on the Sensor, yk: In this scenario, we assume the
sensor signal from the plant, yk, is compromised and during the
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Figure 5: Max Energy Attack on Vrk.

attack duration, the attacker replaces the true or actual signal ex-
changed with the value of ymax. Figure 6a shows that the pres-
ence of the attack results in the degraded reference tracking per-
formance. Figure 6b depicts the total energy computation clearly
indicating the presence of the attack. From the energy plots, one
can observe that as expected the max integrity attack on the sen-
sor perturbs both the local and networked energy monitors, clearly
indicating that the attack is perpetuated locally. From Figure 6b,
the max attack on the actuator results in a decrease in the system
energy indicating the injection of excess energy and hence can be
characterize as a non-passive attack. Based on the computed en-
ergy, the injected max attack on the sensor leads to the violation of
passivity of the overall NCS, in addition to the observed significant
degradation in performance.
(3) Denial-of-service attack on Vrk: In this scenario, we introduce
a denial-of-service attack on the NCS. During the attack duration,
the attacker erases or discard the information exchanged over the
network based on a simulated Bernoulli random variable, the prob-
ability of erasure for this evaluation was set at 0.2. Figure 7 shows
that the presence of the attack clearly degrades the tracking perfor-
mance. From Figure 7, one can observe that the denial-of-service
attack can be characterized as passive attack as it leads to a positive
total computed energy and this is in line with the results in Sec-
tion 4.3 defining DoS attacks as always passive. Hence, passivity is
always maintained but the performance in tracking is deteriorated.

6. CONCLUSION
Due to increased attacks on CPS, there is an increased effort to-

wards approaches to detect and secure CPS from cyber attacks. We
present an energy-based attack detector for a class of CPS that are
considered dissipative. We provided analytical results to show the
detector can successfully detect attacks. Using well-known attack
models we characterize attacks that can be considered either pas-
sive or non-passive based on their impact on the evaluated system
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Figure 6: Max Attack on Sensor, yk.
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Figure 7: DoS Attack on Vrk.

energy. We quantitatively evaluate the performance of the proposed
mechanism using simulations and experiments on a networked sin-
gle joint robotic arm with the introduction of artificially simulated
attacks. The results show that the proposed detection mechanism
is effective in detecting attacks based on the energy balance of a
system.
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